Supervised Learning for Enhanced Early HARQ Feedback Prediction in URLLC
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Abstract—The fifth-generation wireless communication networks (5G) facilitate a wide range of newly-emerging applications alongside existing cellular mobile broadband services. One of the key service classes of 5G is Ultra-Reliable and Low-Latency Communications (URLLC), which guarantees the rapid delivery of short packets (up to 1 ms) with a success probability rate of 99.999%. The challenging reliability and latency requirements of URLLC cannot be delivered by existing cellular networks, resulting in the need for significant interface modifications. This study aims to satisfy the link latency requirements of URLLC applications, and specifically reduce the latency associated with the presence of the Hybrid Automatic Repeat reQuest (HARQ) feedback scheme. To this end, we investigate a supervised learning method to provide early HARQ (E-HARQ) feedback on the decodability status of the coded-received signal, ahead of the decoding process. This strategy allows the transmitter to react faster and minimize the signal round-trip time (RTT). The simulation results demonstrate the capability of the proposed mechanism to speed up the feedback release and enhance the prediction accuracy by 12% with the introduction of a new feature derived by the channel state estimation.

Index Terms—5G, HARQ, Latency, Machine Learning, URLLC.

I. INTRODUCTION

Each new generation of cellular networks sets several optimistic goals in order to improve the network capacity and user data rate of previous generations. The fifth-generation wireless communication network (5G) goes beyond this by supporting use cases that have diverse ways of consuming the same network’s resources. Plans include enabling interactive and high-performance applications to run alongside enhanced broadband services, using autonomous machines and devices, rather than the human-operated mobile terminals that were the primary consumers of traditional broadband services. Ultra-Reliable and Low-Latency Communications (URLLC) is one of the vital service classes of 5G with the aim of supporting applications that depend on mission-critical links. Since the human reaction time can be within a range of tens of milliseconds, the packet transmission time for these mission-critical applications should be tens of hundreds of microseconds. However, these strict latency requirements cannot be met by the current Long-Term Evolution (LTE) networks that experience a range of end-to-end latency between 30-100 ms [1]. This calls for significant optimization of the radio interface. A set of new proposals has been driven by both academia and industry to fulfill URLLC requirements. Among these promising solutions, we believe that the Hybrid Automatic Repeat reQuest (HARQ) procedure can be the bottleneck that needs to be optimized in order to achieve the strict latency requirements, where the latency is traded for spectral efficiency while maintaining the network reliability target. The HARQ process can be seen as a combination of forward error-correcting coding and error detection, both performed at the receiver, to release a negative-acknowledgment message (NACK) when a decoding failure due to poor channel conditions is experienced. The interval between sending the packet, followed by receiving the ACK/NACK from the receiver until the re-sending of the previous (or new) packet, is known as the round-trip time (RTT) [2]. Minimizing the duration of this is considered as the key to meeting the challenging URLLC latency requirement. Therefore, this is the motivation for our work, in which we design an HARQ estimator capable of delivering early feedback regarding the decodability status of a packet at an early stage (i.e., ahead of the completion of the full decoding process). The problem of the optimization of the HARQ mechanism has been addressed in the literature from diverse aspects. The authors in [3] proposed a classification algorithm to estimate the feedback, based on a feature inspired by the log-likelihood ratio (LLR) that is extracted following the demodulation of the received data. The authors in [2] aimed to further expedite the feedback by allowing the estimation decision to be made after extracting only a part of the codeword. The proposed approach employed low-density parity-check (LDPC), as this offers excellent opportunities to exploit substructures, while also being adopted by the 3rd Generation Partnership Project (3GPP) as a channel coding scheme for enhanced mobile broadband (eMBB) in 5G networks [4]. Furthermore, a machine learning (ML) approach is utilized in [5] to enhance the early feedback prediction instead of the hard threshold-based method (HT). The same feature (i.e., LLRs) is used to train the ML model with a range of different classification algorithms, such as logistic regression.
and random forest. Although the E-HARQ feedback schemes (such as [2]–[5]) seem to achieve an interesting latency enhancement, these mechanisms depend on the channel decoding task to release the early feedback. We believe that associating the early feedback with the decoding process can be an obstacle to achieving the strict latency requirement of URLLC. Particularly when considering the significant delay caused by channel decoding task (i.e., consuming approximately 60% of the total processing time in LTE [6]), in this paper, we aim further to enhance the early feedback classifier through the following contributions:

- We enhance the classifier accuracy by introducing a new feature that concludes from channel state estimation. Simulation results demonstrate an accuracy enhancement of approximately 12% compared to other techniques in the relevant literature.
- Our proposed features-extraction mechanism does not rely on the channel decoding task; hence the feedback is released at an earlier stage, compared to existing proposals.
- We train the ML-based classifier with a standardized dataset that is collected from a standard-compliant 3GPP 5G New Radio (NR) Release 15 waveform.

The remainder of the paper is organized as follows: in Section II the early HARQ feedback strategy is discussed along with the definition of the user plane latency and the delay model. Section III describes the system model. Section IV presents the performance evaluation and simulation results, and finally, section V provides concluding remarks and plans for future work.

II. EARLY HARQ FEEDBACK

The physical layer retransmission HARQ is a well-known mechanism aiming to enhance the data transmission reliability at the cost of additional link latency. In traditional HARQ, the feedback is coupled with the channel decoding and error detection tasks, where the received payload is firstly decoded, followed by applying the Cyclic Redundancy Check (CRC) to check the integrity of the decoded bits. As a result, the HARQ feedback is released, either asking for further redundancy information (NACK) or acknowledging the success of the reception (ACK). Another approach is to enable early HARQ feedback, which can be realized by decoupling the channel decoding task from the feedback releasing. This mechanism aims to build a predictor ahead of the decoder in order to estimate the decodability outcome of the received coded block at an early stage. However, the early prediction may suffer from two potential forms of error. Firstly, when the feedback is estimated to be ACK for a codeword, but it is then recognized that the decision was falsely estimated (i.e., after the CRC task), resulting in a false positive decision; and secondly, when the feedback is predicted to be NACK for a codeword that could be successfully decoded, resulting in a false negative decision. Nevertheless, obtaining a reliable classifier can effectively mitigate the emerging of these forms of errors.

A. Latency Analysis

To evaluate the anticipated benefit of employing E-HARQ, we need to analyze the link latency carefully. Generally, the link latency can be defined differently at different layers of the communication protocol stack. In this study, we consider the user plane latency, which is defined as the time it takes to successfully deliver an application layer packet from the radio protocol layer 2/3 service data unit (SDU) ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface [7]. To gain a deep insight into the components that constitute the user plane delay, let find the total latency on the downlink direction when the receiver radio successfully decodes the packet from the first transmission. The total latency can be written as:

\[
T_l = T_{AG} + \Delta_{BS} + TTI_Tx + 2\rho + \Delta_{UE} + TTI_{Rx}.
\]

where the frame alignment delay is denoted by \(T_{AG}\), the payload transmission time is denoted by \(TTI\), the propagation delay is denoted by \(\rho\), and the processing times at the transmitter (i.e., the base station) and lastly the receiver (i.e., the user equipment) are represented by \(\Delta_{BS}\) and \(\Delta_{UE}\), respectively. The downlink transmission scenario is depicted in Fig. 1.

![Fig. 1. User-plane latency model on the downlink.](Image)
is part of the alignment delay $T_{AG}$ that is accounted from the instant of the packet arrival until the instant when the least significant bit was sent (i.e., a random variable mainly dependent on network load). After this, the packet will travel through the air-transmission medium, experiencing a propagation delay $\rho$ (i.e., affected mainly by the distance between the BS and the UE). Finally, the UE will consume $\triangle_{UE}$ to receive the packet and perform the baseband processing such as decoding, channel estimation, and signal detection. Table I summarizes the two-way latency components for different subcarrier spacing values. We assume that the processing time of 5G UE is compliant with the 3GPP standard, known as processing capability 2 for low latency service [8]. On the other hand, the processing delay at the BS is assumed to be equal to the processing time at the UE, since the processing time of network elements is still not yet defined. It is essential to mention that the previous delay components solely cover the user-plane latency; there are still other delay sources between the devices, and the core network should also be taken into account to evaluate the overall link latency [9]. Let us now examine the expected reduction on the link latency after enabling the E-HARQ mechanism. As our proposal relies on examining the expected reduction on the link latency after accounting for the delay-saving equivalent to the decoding processing delay, which is derived by the turbo decoding delay [6]. Assuming that the packet is successfully delivered in the first round trip, the two-way link latency can be obtained as follows:

$$T_e = T_{AG} + \triangle_{BS} + TTI_{Tx,Rx} + 2\rho + (1 - 0.6)(\triangle_{UE}).$$

Accordingly, the RTT can be obtained by rounding the two-way delay to the nearest multiple of TTI, as shown in Table II. It is essential to mention that the promising latency reduction was evaluated based on some LTE hardware constraints, we expect an extra latency reduction in case of any potential future improvements on the hardware of 5G NR. Also the expected reduction gain can be accumulated with each additional signal retransmission, in the case of failure of the first packet transmission.

### III. SYSTEM MODEL

Due to the novelty of applying ML in physical layer design and the fact that URLLC standardization activities are still in progress, there is no suitable public dataset available for our research. We therefore built (1) a Wireless communication link model (M1) to collect the training and validation dataset (i.e., the features and decodability status); and (2) a ML-based classifier (E-HARQ), which can be trained to predict the decodability of the received signal using the collected samples from (M1).

#### A. Wireless Communication Link Model (M1)

We modeled a wireless communication link to perform the operations of the transmitter, channel modeling, and receiver, and then to analyze the link performance by computing the Block Error Rate (BLER). In this model, we consider a point-to-point multiple-input multiple-output (MIMO) system, which has $N_t \cdot N_r$ transmitter and receiver antennas, respectively. A URLLC message (M) travels on the downlink shared channel (DSCH). The message consists of a number of bits $B$ that are encoded to a codeword $L$ via an LDPC encoder. Each bit on the codeword is mapped to a symbol using an appropriate modulation scheme (i.e., QPSK, 16 QAM). Then, the synchronization words are inserted into the modulated codeword $S$ while processing the other transmitter functions, such as MIMO precoding and resource mapping. Afterwards, the modulated codeword is transmitted over a wireless channel, assuming each symbol in the codeword has experienced the same channel fading effect. Hence, the received signal can be expressed as

$$r = HS + w,$$

where $S$ is the transmitted signal; $H \in C^{N_t \cdot N_r}$ is the fading matrix, that is assumed to support clustered delay line (CDL) [10]. Finally, $w$ denotes the additive white Gaussian noise (AWGN), which has independent $w \sim CN (0, 1)$. The arrived signal is then processed by the well-known minimum mean-squared error equalizer (MMSE), using the channel information that is assumed to be known in this study. The equalized signal can be found as:

$$r' = r * H^{-1}.$$

The first feature $BER_L$ after that can be extracted by estimating the average bit error rate, ahead of the full decoding process. The extraction strategy initiate by finding the LLRs for each received bit at the codeword to being either 1 or 0 as expressed below:

$$L(b_k) = \log \frac{P(b_k = 1|y)}{P(b_k = 0|y)}.$$

Following that, the demodulated signal is decoded using the belief propagation algorithm. Through the decoding process, the LLRs are collected after a few decoding iterations (i.e.,

<table>
<thead>
<tr>
<th>Delay Component (ms)</th>
<th>Symbol</th>
<th>15 kHz</th>
<th>30 kHz</th>
<th>60 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTI duration</td>
<td>$T_{TTI}$</td>
<td>0.5</td>
<td>0.25</td>
<td>0.125</td>
</tr>
<tr>
<td>Frame Alignment</td>
<td>$T_{AG}$</td>
<td>0.25</td>
<td>0.125</td>
<td>0.625</td>
</tr>
<tr>
<td>UE Processing</td>
<td>$\triangle_{Rs}$</td>
<td>0.36</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>BS Processing</td>
<td>$\triangle_{Tx}$</td>
<td>0.36</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>Propagation Delay</td>
<td>$\rho$</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>Total (one way)</td>
<td></td>
<td>1.47</td>
<td>0.76</td>
<td>0.57</td>
</tr>
<tr>
<td>Total (Two-way)</td>
<td></td>
<td>2.95</td>
<td>1.52</td>
<td>1.14</td>
</tr>
<tr>
<td>RTT (One HARQ Round)</td>
<td></td>
<td>3.0</td>
<td>1.5</td>
<td>1.25</td>
</tr>
</tbody>
</table>
The error rate for each codeword as:

$$BER_L = \frac{1}{M} \sum_{k=1}^{M} \frac{1}{1 + P_w(k)}.$$  

(7)

The second Channel State Estimation (CSI) feature is derived by the channel state estimation. When the UE receives the transmitted signal affected by complex channel gain and noise, the known pilot symbols at both parties can be utilized to estimate the channel conditions and then equalize the channel’s effects on the received signal. The instantaneous channel estimation for a subset of Resource Elements (REs) within a subframe can be computed using the least-squares estimate [11] as follows:

$$H_p(k) = \frac{Y_p(k)}{X_p(k)},$$  

(8)

where $H_p(k)$ represents the channel response for the RE occupied by the pilot symbol, $Y_p(k)$ is the received pilot symbol, and $X_p(k)$ represents the known transmitted pilot symbol, the proposed feature is after that extracted by computing the average of estimated pilots within a codeword. Finally, The dataset labels (i.e., the decodability outcomes) are collected after the completion of the receiver tasks, including the process of checking the integrity of the decoded bits.

### B. Early HARQ Predictor

On the conventional E-HARQ method (i.e., non-ML-based), the early prediction is achieved by mapping each extracted $BER_L$ feature to an ACK or NACK message, based on a hard threshold that is experimentally obtained [2]. On the other hand, the ML-based model is trained to classify the collected features to decodability outcomes (i.e., one when the block is decodable, or 0 if it is not decodable). For this purpose, we nominate a binary classification method known as logistic regression (LR). It shows excellent generalization performance in the processing of high-dimensional data with the presence of many irrelevant features [12]. We note further that employing logistic regression for an E-HARQ classifier in [2] demonstrated good overall performance compared to other classification methods such as Random Forests and Isolation Forests. To build a reliable E-HARQ classifier, we initially train the model offline to find the optimum parameters that will return the minimum value of cost function, which is defined as the difference between the model output (predicted values) and the dataset output (actual values). Finally, the generalization ability for the model is evaluated using the validation dataset. The following section provides a brief system evaluation for the proposed E-HARQ.

### IV. PERFORMANCE EVALUATION

We compare the performance of the proposed E-HARQ mechanism with another existing algorithm in the literature that relies on the log-likelihood ratio to perform the classification. As the URLLC frame structure and coding schemes are still under standardization, we collect a reliable dataset from a standard-compliant waveform of 3GPP 5G NR Release 15 [13]. The simulation parameters are illustrated in Table III. In all cases, we vary the SNR values at low/moderate channel conditions for 500,000 blocks. This particular operational region characterized with two key features, Firstly, the significant gain from employing E-HARQ is realized when the user experiences poor channel conditions, whereas the probability of the transmission to be decoded in the first round is significantly higher in good channel conditions. Therefore, the E-HARQ relative gain will be less significant. Secondly, in these SNR regions, a balanced dataset can be obtaining where the dataset labels at each class are almost equal. In other words, the number of correct blocks is similar to the number of corrupted blocks; this can prevent the classifier from being biased to the class that has a major number of samples.
A. Classification Performance

The classification strategy relies on two main features: (1) Log-likelihood ratios ($BER_L$) and (2) Channel state estimation (CSI). The distribution of these features with the corresponded decodability outcomes is represented in Fig. 2. It is notable from the samples’ behavior that some of the received blocks share the same $BER_L$ feature, although the decodability outcomes are different. We conclude that relying only on $BER_L$ cannot be considered a safe option to obtain an accurate classifier. Therefore, we introduced the new CSI feature that can contribute to increasing the variance between the features, thus providing the classifier with a broader space to distinguish the different outcomes effectively. The accuracy of the proposed E-HARQ can be evaluated by finding the ratio of a number of correct predictions to the total number of input samples, see (9).

$$\text{Accuracy} = \frac{\text{CorrectPredictions}}{\text{TotalPredictions}} \times 100.$$  \hspace{1cm} (9)

The classification accuracy, as illustrated in Table IV, reveals about 12% and 14% enhancement on the proposed classifier performance in comparison with the other classifiers that relied on just one feature (i.e., ML-based and HT-based, respectively). Further, the robustness of the proposed classifier is evaluated by varying the channel coding rate (CR) to 5/6; it seems that the performance gain is still useful with reasonable degradation on the overall system performance for all the classifiers due to using a higher channel coding rate.

B. System Performance

The link performance is evaluated first by comparing the BLER for the traditional wireless link and the same link when the E-HARQ feedback mechanism is active (i.e., at various features). In a comparison between the proposed model and another E-HARQ scheme, the simulation results, as shown in Fig. 3, demonstrate the superiority of the proposed model at all SNR regions. This behavior can be attributed to the new feature’s ability to efficiently increase the variance between the training samples on another scale; this can give the classifier additional flexibility to distinguish the closely spaced outcomes, thus increasing the accuracy in decision-making. Compared to the traditional HARQ, the emerging gap due to the application of E-HARQ narrows in favor of the new proposal, then notably begins to regress at higher SNR values. To explain such behavior, let us find the ratio of the incorrectly estimated outcomes to the total observations, which refers to the misclassification rate. Since the BLER is not considered at this fraction, this provides a different angle to evaluate the model performance. It is notable, as shown in Fig. 4 that most of the classifiers’ performance is significantly varying at these critical SNR regions. This calls for more attention to validate the classifier performance in this particular region. Further, all methods’ classifying ability starts to decline and reach a peak at SNR= -2.4 dB for the proposed algorithm and -3.7 for the other classifier. In this particular region, the decodability outcomes of the collected samples at each class are relatively even; and the features’ variance becomes significantly close, making it difficult for the classifier to perform the right decision. Notably, the accuracy of all E-HARQ predictors at high and low SNR regions is fairly reliable. This behavior refers to the fact that most of the decodability outcomes at these SNR regions have a monopolistic majority on a one-class among the other. We further show in Fig. 5 that usage of the proposed E-HARQ enhanced the link throughput comparing to another E-HARQ scheme. Notably, the throughput is increased...
(almost) linearly in all cases. The gaps between the E-HARQ classifiers and traditional HARQ start to minimize at high SNR values because the packet is almost always decoded correctly in the first round(s).

To summarize, employing E-HARQ comes with possible misclassification cost because the feedback is estimated based on a noisy coded-signal that has not yet fully benefited from the error correction process (i.e., channel decoding). However, we demonstrated the practical feasibility of introducing the new CSI feature, as the overall performance is improved in terms of BLER, classification accuracy, and the link throughput with faster feedback releasing.

V. Conclusion

In this paper we proposed and evaluated the performance of an E-HARQ scheme based on ML. The proposed scheme shows the capability of the transmitter to speed up the feedback releasing, compared to other techniques in the relevant literature. Furthermore, simulation results revealed a 12% enhancement on the prediction accuracy, following the introduction of a new feature that concluded from the channel state estimation. However, the research efforts undertaken into Artificial Intelligence (AI) technology (in particular for URLLC) still remain in their early stages. In order to take advantage of these efforts to the industrial sector, it is vital to consider the capability of the promising AI-based models to learn and analyze the characteristics of actual sophisticated wireless channels. This could be realized by relying on a solid dataset to train and compare the performance of different learning algorithms. However, it should be noted that it is challenging to locate open data sets for wireless communications, due to the protection and privacy regulations in place regarding data sharing. In this study, we aimed to narrow this gap by training the proposed model with a standardized dataset that was collected from a standard-compliant waveform of 3GPP 5G NR Release 15. Our plans for future work include further investigations of the capability of the ML model to retrain its parameters online, in order to retain its efficiency in the field, even when the characteristics of the real channel don’t match the channel models considered during the training stages.
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