Cross-modal impression updating: Dynamic impression updating from face to voice and the other way around
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Abstract
Research has shown that faces and voices shape impression formation. Most studies have examined either the impact of faces and voices in isolation or the relative contribution of each source when presented simultaneously. However, only a few studies have questioned whether and how impressions formed via one source can be updated due to incremental information gathered from the alternative source. Yet, cross-modal impression updating is key to shed light on person perception. Thus, we tested whether positive and negative face- and voice-based impressions could be updated by inconsistent cross-modal information. In Experiment 1 (N = 130), we tested whether face-based impressions could be updated by (in)consistent voices. In Experiment 2 (N = 262), we compared face-to-voice and voice-to-face impression updating. In Experiment 3 (N = 242), we favoured a more direct comparison of the two types of stimuli (i.e., the co-occurrence of both cue types when the new information is revealed). Results showed that voices have the greatest updating impact and that the updating effect of faces was halved when voices co-occurred for a second time. We discussed these results as evidence of the dynamical evolution of cross-modal impressions.
INTRODUCTION

Imagine yourself sitting in the bus and scrolling down your favourite social network’s homepage on your smartphone. You get a notification showing the latest picture of Paul, a good friend of yours, together with a new acquaintance named Mark. In his profile picture, Mark does not look like a trustworthy person, and you are not keen to meet him. At the next stop, Paul and Mark get on the bus and run into you. Paul introduces you to Mark, who says, “Hi, nice to meet you!” His voice sounds quite nice so that your initial impression suddenly changes for the better. In everyday life, both the face and the voice of our interaction partners shape impressions. Here, we tested whether vocal and facial cues dynamically interact in influencing our impressions of others. Specifically, we examined the possibility that voices may update face-based impressions and vice versa. Similarly, we tested whether one specific cue updates cross-modal impressions to a greater extent than the other.

Impression formation from faces and voices

Non-behavioural cues are information used to understand others’ intentions and personalities and discriminate whom to avoid or approach (Ambady et al., 2000; Brooks & Freeman, 2018; Zebrowitz & Montepare, 2008). People spontaneously judge others from their faces (Todorov et al., 2015; Zebrowitz, 2017) and few milliseconds are sufficient to form a face-based impression about the person (Olivola & Todorov, 2010; Willis & Todorov, 2006). From a glance, we can nimbly infer a person’s age, gender, ethnicity, feelings, political affiliation, or sexual orientation (e.g., Rule & Sutherland, 2017; Rule et al., 2015), and we can detect other’s good or bad dispositions (Todorov et al., 2009, 2015). Moreover, face-based impressions can predict a great wealth of social outcomes, such as political voting (Ballew & Todorov, 2007; Olivola & Todorov, 2010) or court decisions (Wilson & Rule, 2015; see Todorov et al., 2015 for a review).

People also form impressions from voices (Aronovitch, 1976; McAller & Belin, 2018). Few spoken words or syllables are sufficient to form impressions about speakers’ physical characteristics, gender, age, emotions (e.g., Koolagudi & Rao, 2012; Pisanski et al., 2016), sexual orientation, or personality traits (McAller et al., 2014; Sulpizio et al., 2015). Like impressions shaped by facial cues, voice-based impressions can influence voting behaviour (Klofstad et al., 2012; Tigue et al., 2012) and court decisions (Scherer, 1979; see McAller & Belin, 2018 for a review). Thus, both faces and voices are rich sources of information that ultimately shape our judgements and behaviours towards others.

Most studies have investigated face- and voice-based impressions separately (McAller & Belin, 2018; Todorov et al., 2015). However, our social and perceptual life is rarely unimodal. Efficiently combining distinct perceptual cues is functional to categorize people into social categories (e.g., ethnicity, Rakić et al., 2011, 2020) and infer their affective states (Campanella & Belin, 2007; De Gelder & Berteleson, 2003). Thus, a more accurate way to establish the weight of both faces and voices in shaping impressions may require that the contribution of each source be studied net of the other one. Indeed, recent research has investigated the relative contribution of the face–voice simultaneous perception on impression formation showing that face–voice combination influenced group-based impressions. For instance, it has been shown that ethnic cues conveyed by both facial (i.e., ethnic phenotypes) and the vocal (i.e., accent) features jointly influence intergroup impressions, with people being more affected by others’ voices (Hansen et al., 2017a, 2017b). Face–voice combination also influences interpersonal impressions (Mileva et al., 2018; Rezlescu et al., 2015; Zuckerman & Sinicopri, 2011). Moreover, the relative contribution of either the face or the voice in shaping interpersonal impressions depends on the dispositional trait under investigation. While someone’s face matters more when it comes to attributing trustworthiness (Mileva
et al., 2018), voices have higher informative power when it comes to evaluating others’ dominance (Rezlescu et al., 2015). However, their contribution to global impressions has remained untested so far.

Importantly, the face and the voice of another person are often processed sequentially and can dynamically influence each other, modifying our impressions about that person. For instance, we can form an impression from a person’s picture and then update it when listening to their voice on the phone, or vice versa. In such cases, impressions from faces and voices are not the mere result of two information’s simultaneous integration. Rather, they originate from one source and are subsequently updated based on the alternative source.

**Impression updating with faces and voices**

Social stimuli’s functional role is not to create everlasting impressions that plaster up the perceiver but to prepare the most adaptive reaction towards the social interaction partner (McArthur & Baron, 1983). Under this view, impressions would be updated if the new information is perceived as more revelatory of the interlocutor’s real intentions than the previous one (Brambilla et al., 2019). Indeed, impressions can evolve dynamically (for a review, Freeman et al., 2020). Studies have tested how impressions originated from faces could be updated after exposure to inconsistent behavioural information (i.e., McConnel et al., 2008; Shen & Ferguson, 2021; Shen et al., 2020). However, empirical studies on impression updating considering only non-behavioural information gathered from distinct sources are lacking. One exception can be found in Hansen et al. (2018). The authors examined the joint impact of faces and voices on the target’s ethnicity within the context of hiring decisions. Job candidates who sounded native (i.e., German-accented individual) but later looked foreign (i.e., Turkish-looking individual) were ultimately evaluated based on the face, whereas the opposite happened when the presentation order of the cues was reversed, with the voice influencing the final evaluation of the candidate. Yet, these findings are confined to ingroup–outgroup dynamics triggered by specific (facial and vocal) features. Moreover, Hansen and colleagues measured the evaluation of the target within a context (i.e., hiring decision) in which ethnicity plays a key role (Shore et al., 2009). Thus, it remains unknown how faces and voices combine in shaping interpersonal impressions that are not constrained by specific ingroup–outgroup stereotypes.

Furthermore, in Hansen et al. (2018) participants were first exposed to the first information (i.e., face or voice) and reported their impression. Next, half a second later, the participants were exposed to the identical initial cue and to the cross-modal new information before reporting a second evaluation. Although sequential, this procedure implied that the second cue was never revealed in isolation, which prevented one from assessing its unique contribution to impression updating. Thus, no prior work has measured the individual contribution of cross-modal cues presented in isolation in updating initial impressions. Filling these gaps, our research considered the interplay between faces and voices in forming interpersonal impressions by further aiming to establish which one drives the strongest cross-modal impression updating.

**The present research**

The present work extended prior research by testing the face–voice interaction in impression updating. Across three studies, we presented individuals’ faces and voices (manipulated in reflectance/shape and pitch, respectively, to reflect variations in valence) sequentially and individually, and measured the global impression upon the presentation of each cue. In Experiment 1, we started from face-based impressions of individuals and tested whether those impressions could be updated by their own voices processed at a later stage and manipulated to be either consistent or inconsistent in terms of valence. Experiment 2 was a direct comparison between face-to-voice and voice-to-face impression updating. Testing the role of individuals’ faces and voices presented sequentially might help to determine which cue leads to stronger impression updating through the alternative channel. Finally, in Experiment 3, we compared impression updating with cross-modal cues presented sequentially and individually with a scenario in
which cross-modal cues co-occurred with the first cue. Comparing those two scenarios allowed us to investigate whether the presentation modality of the second stage (isolation vs. co-occurrence) would influence impression updating.

All the experiments were conducted online with a direct link to Inquisit Web 4.0.4 for Experiment 1 and Qualtrics for Experiments 2–3. Participants were volunteers recruited through social networks. None reported being affected by hearing or vision disparities. Significant interactions were inspected with simple effects analysis.¹ The studies have been approved by the local university ethics committee. All the materials, data, and analysis code are available at https://osf.io/6p2v/.

EXPERIMENT 1

Experiment 1 explored whether face-based impressions could be updated after being exposed to the voice of the target individual. Voices could be either consistent or inconsistent with the information provided by the face. We considered this study as explorative and, therefore, we did not set a priori expectations on whether and how voices would update positive and negative face-based impressions. We employed a 2 (face valence: positive vs. negative) × 2 (face–voice consistency: consistent vs. inconsistent) × 2 (time: time 1 vs. time 2) mixed design, with the second factor manipulated between participants.

Method

Participants and procedure

One hundred and thirty-six Italian participants completed the experiment. Six participants failed a memory check and were therefore excluded. The final sample consisted of 130 participants (n ≈ 65 per between-subjects cell, M_{age} = 23.27, SD_{age} = 6.66, 76 females). A sensitivity power analysis (MorePower v6.0.4, Campbell & Thompson, 2012) suggested that N = 130 participants could detect an effect as small as f = .25 (η²_p = .058) with power = 80% (at alpha = .05) in a 2 × 2 × 2 mixed design with one between-participant factor.

Participants were invited to take part in an online experiment about impression formation. They were first instructed to put earphones on, check the functioning of their equipment, and set the volume of their device at a reasonable level. The experiment consisted of two consecutive blocks. In the first block, participants were presented with a positive and a negative face belonging to two individuals and then were asked to provide a judgement on a 7-point scale (−3 = negative; +3 = positive, evaluation at time 1). Afterwards, participants listened to each person's voice, either consistent or inconsistent with the face valence. Thus, they provided a second judgement (evaluation at time 2). Finally, they reported their demographics (age, gender) before being thanked and debriefed.

Stimuli

Faces

Two pairs of positive and negative faces were extracted from a validated database (Todorov et al., 2013) in which digital faces varied with a linear increase on a continuum of trustworthiness, ranging from −3SD to +3SD in steps of 1SD. For both the types of faces (i.e., positive and negative), we used the mid-level (−/+2SD) manipulations. We employed stimuli varying in facial trustworthiness, as studies demonstrated that trustworthiness is a key driver of impressions (Brambilla et al., 2021; Riva et al., 2016), including those

¹In the simple effects analyses, no factor presented more than two levels. Therefore, a single t-test was performed within each level of the other factors (or factorial combinations). Indeed, no multiplicity issue was created, eliminating the necessity for the p-value adjustment.
based on facial cues (Oosterhof & Todorov, 2008; Todorov et al., 2008). Furthermore, as these were digital identities, they were free from any confounding variable that may influence the ultimate evaluation (e.g., hair colour and style, skin imperfections), an operation that is hardly accomplished with real photographs.

Voices

Two pairs of positive and negative voices were created. First, 16 Italian male students ($M_{age} = 25.50$, $SD_{age} = 4.28$) were recorded while uttering six sentences neutral in semantic content, $t(59) < 1.85, p > .07$ (see Appendix S1). Speakers were recorded alone and instructed to speak in a neutral way. Next, 80 students ($M_{age} = 23.51$, $SD_{age} = 7.97$, 35 Italians, 45 British) evaluated each speaker on a 7-point scale (−3 = negative; +3 = positive). Two speakers whose ratings did not differ from the scale midpoint were selected: $M_a = 0.05$, $SD_a = 1.03; M_b = 0.18$, $SD_b = 1.06$, $t_a(77) = 0.57, p = .57, d = .06, 95\% CI [−0.16, 0.29]; t_b(78) = 1.09, p = .27, d = .12, 95\% CI [−0.10, 0.35]$. No difference emerged between these two, $t(76) = 0.73, p = .46, d = .08, 95\% CI [−0.31, 0.14]$. Hence, the two speakers’ voices were perceived as neutral.

Second, we created a negative and a positive variation of each selected neutral voice. The male voice’s mean fundamental frequency $f_0$ (hereafter, pitch) shares a positive relationship with valence (McAller et al., 2014). Therefore, we assumed that a regular increase or decrease of 5Hz, 7 Hz, or 9 Hz (Audacity Team, 2019) applied to the original speakers’ mean pitch value ($M_a = 98.56$ Hz, $SD_a = 1.68$ Hz; $M_b = 102.5$ Hz, $SD_b = 3.80$ Hz) would create positive and negative voices, respectively. To confirm our assumptions, 57 participants ($M_{age} = 25.19$, $SD_{age} = 8.14$, 35 females) evaluated the digitally manipulated voices on a 7-point scale (−3 = negative; +3 = positive). For both speakers, the low-pitched voices (9 Hz lower than the original pitch, $M_A = −0.40$, $SD_A = 1.61; M_B = −0.42$, $SD_B = 1.36$) were perceived as more negative than the high-pitched voices (5 Hz higher than the original pitch, $M_A = 0.75$, $SD_A = 1.33; M_B = 0.56$, $SD_B = 1.54$), $t_a(56) = −4.56, p < .001, d = .60, 95\% CI [0.32, 0.89]; t_b(56) = −4.15, p < .001, d = .55, 95\% CI [0.27, 0.83]$. Also, the two negative voices did not differ from each other, $t(56) = 0.07, p = .94, d = .01, 95\% CI [−0.25, −0.27]$, as did not the two positive voices, $t(56) = 0.85, p = .40, d = .11, 95\% CI [−0.15, 0.38]$. This procedure allowed us to obtain voices that were neutral in content and intonation but varied in valence due to pitch manipulation.

Face presentation

In the first block, participants were informed that they would ‘meet’ two people, Marco and Luca, whose faces would be presented in two alternated times. They were asked to memorize the name associated with each face, displayed above each visual stimulus, as this information linked the first and the second information to the same identity. These faces were one positive and one negative presented in a counterbalanced order across participants. Each face remained on screen for approximately 12 s. Right after, a memory check item assessed whether participants remembered the name associated with each face. Then, we measured participants’ impressions as illustrated in the procedure.³

Voice presentation

In the second block, participants were presented with the (in)consistent voices. Each identity was introduced by the name, one at a time and in a counterbalanced order. Meanwhile, a random sequence of

³We recruited British participants who did not speak Italian to further control that the evaluation was not affected by the sentences’ semantic content. Ratings did not differ across the multilingual samples, $F(1, 76) = 2.23, p = .14, η^2_p = .03, 95\% CI [0, 0.11]$. ⁴For exploratory purpose, we also administered two Implicit Association Tests (IATs, Greenwald et al., 1998). The order of administration of the IAT and the explicit measure was alternated between participants. Since the IAT was not affected by our manipulation, results are not further discussed but reported in Appendix S1.
three audio recordings uttered by the same voice for each identity was played back with an interstimulus pause of 1000 ms. The speaker’s voices were presented for a total of 12 s each. Then, participants answered the name memory check item, before reporting their second evaluation.

Results

Impression formation

In line with the idea that people form impressions based on facial features, positive faces ($M = 0.85$, $SD = 1.10$) were judged more positively than negative faces ($M = −0.25$, $SD = 1.28$), $t(129) = 6.55$, $p < .001$, $d = .57$, 95% CI [0.22, 0.92].

Impression updating

Updating of initial impressions consisted in the difference between ratings provided by participants at time 1 versus time 2. For the sake of simplicity, we calculated a unique differential score from the two original ratings, rather than entering the two scores as within-subject outcomes: we subtracted time 2 scores from time 1 scores when the first information was positive, and time 1 scores from time 2 scores when negative. Thus, the more positive the score, the greater the impression updating was. We performed a 2 (face valence: positive vs. negative) × 2 (face–voice consistency: consistent vs. inconsistent) mixed analysis of variance (ANOVA) (see Table 1 and Figure 1). We found a significant main effect of consistency, $F(1, 128) = 18.39$, $p < .001$, $d = .76$, 95% CI [0.40, 1.12], suggesting that the inconsistent voices updated the initial impression more than the consistent ones. As the calculated updating score reflected the differences between the two evaluations provided after processing faces and then voices, a score greater than zero would mean that the second piece of information (i.e., the voice) significantly updated the first impression. Contrasting either score to zero in one-sample $t$-tests revealed a large updating due to inconsistent voices, $t(127) = 5.99$, $p < .001$, $d = 1.06$, 95% CI [0.69, 1.43], but no updating when the voice was consistent, $t(131) = −0.83$, $p = .41$, $d = .14$, 95% CI [−0.49, 0.20]. Neither a significant main effect of face valence nor a significant interaction between the two factors emerged, $F(1, 128) = 2.19$, $p = .14$, $d = .13$, 95% CI [−0.04, 0.30] and $F(1, 128) = 0.64$, $p = .42$, $η^2_p = .005$, 95% CI [0, 0.06], respectively. Thus, impression updating from faces to inconsistent voices emerged, regardless of whether the face was either positive or negative.

Discussion

Experiment 1 provided initial evidence in favour of the updating of face-based impressions through inconsistent voices, which emerged irrespective of the valence of the first information. In other words, participants updated their initial (face-based) impression of the target individual when such voices were inconsistent with the valence carried by the face.

EXPERIMENT 2

Experiment 2 aimed to replicate and extend Experiment 1 by further considering how people update voice-based impressions when exposed to targets’ faces at a later stage. We employed a 2 (first information type: face vs. voice) × 2 (first information valence: positive vs. negative) × 2 (face–voice consistency: consistent vs. inconsistent) × 2 (time: time 1 vs. time 2) mixed design, with the first and the third factors manipulated between participants. Thus, participants were presented with either the face or the voice of the target individual at time 1 and with the (in)consistent alternative cue at time 2. This design allowed us to test whether the order in which the two pieces of information were delivered (i.e.,
face-to-face) affected impression updating. Showing that the type of the second information impacts upon impression updating would speak in favour of the superiority of either cue to update impressions. Alternatively, the two first impressions could be updated identically, suggesting that the two cues similarly account for impression updating.

Moreover, readers might argue that the effect found in Experiment 1 could confine to the set of stimuli employed. Considering that voices were created through a series of time-consuming pre-tests (see Experiment 1), we decided to test whether the effect observed in Experiment 1 could generalize over new faces. Hence, two new faces, one depicting a trustworthy and one an untrustworthy man, were extracted from the validated database employed in Experiment 1 (Todorov et al., 2013).

### Method

#### Participants and procedure

Two hundred and sixty-two Italian participants ($n \approx 65$ per between-subjects cell, $M_{\text{age}} = 30.59$, $SD_{\text{age}} = 13.75, 165$ females) completed the experiment.\(^4\) A sensitivity power analysis (MorePower v6.0.4)

---

\(^4\)An error in programming the vocal identities’ memory test mismatched the sentences pronounced by each individual in the main task with the sentences pronounced in the test session, making it impossible to quantify the precise number of people who failed it because of this error or because of their lack of attention. We decided to keep all participants in this analysis and report the analysis without them ($N = 164$) in Supplementary Materials.
returned that, with \( N = 262 \) participants, this experiment would detect an effect as little as \( \beta = .17 \) (\( \eta^2_p = .028 \)) with power = 80\% (at alpha = .05) in a 2 \( \times \) 2 \( \times \) 2 \( \times \) 2 mixed design with two between-subject factors. Instructions and procedure were identical to Experiment 1, except for the two alternated orders of presentation of faces and voices. Judgements were assessed again on a 7-point scale (\(-3 = \) negative, \(+3 = \) positive).

**Results**

**Impression formation**

Impressions reported at time 1 were submitted to a 2 (first information valence: positive vs. negative) \( \times \) 2 (first information type: face vs. voice) mixed ANOVA. We found a significant main effect of valence, \( F(1, 260) = 34.00, p < .001, d = .36, 95\% \ CI [0.24, 0.49] \). Positive cues (\( M = 0.85, SD = 1.32 \)) elicited more positive impressions than negative cues (\( M = 0.24, SD = 1.41 \)). Also significant was the effect of information type, \( F(1, 260) = 6.45, p = .01, d = .31, 95\% \ CI [0.07, 0.56] \), suggesting that voice-based impressions (\( M = 0.71, SD = 1.33 \)) were overall more positive than face-based impressions (\( M = 0.38, SD = 1.44 \)). The interaction between the two factors was also significant, \( F(1, 260) = 11.54, p < .001, \eta^2_p = .04, 95\% \ CI [0.01, 0.10] \). Negative faces elicited more negative impressions (\( M = −0.10, SD = 1.39 \)) than negative voices (\( M = 0.58, SD = 1.35 \)), \( t(260) = −4.11, p < .001, d = .37, 95\% \ CI [0.19, 0.55] \), but such a difference did not emerge for positive cues (\( M_{\text{faces}} = 0.87, SD = 1.34 \) vs. \( M_{\text{voices}} = 0.84, SD = 1.31 \)), \( t(260) = 0.17, p = .86, d = .02, 95\% \ CI [−0.16, 0.19] \).

**Impression updating**

The impression updating score was computed as in Experiment 1. We inspected the first impressions due to the cross-modal cue’s addition to face- or voice-based first impressions. Hence, a 2 (first information valence: positive vs. negative) \( \times \) 2 (first information type: face vs. voice) \( \times \) 2 (face–voice consistency: consistent vs. inconsistent) mixed ANOVA was performed (see Table 2 and Figure 2). Replicating Experiment 1, a main effect of consistency revealed that inconsistent cues updated initial impressions more than consistent cues, \( F(1, 260) = 33.95, p < .001, d = .73, 95\% \ CI [0.47, 0.98] \). A series of one-sample \( t \)-tests against zero showed that both inconsistent cues, \( t(257) = 6.06, p < .001, d = .76, 95\% \ CI [0.50, 1.01] \), and consistent cues updated the first impressions, \( t(265) = −2.07, p = .04, d = .25, 95\% \ CI [0.01, 0.50] \). Furthermore, a significant effect of first information type, \( F(1, 260) = 7.57, p = .006, d = .31, 95\% \ CI [0.07, 0.56] \), indicated that voices updated face-based impressions more than vice versa. One-sample \( t \)-tests against zero showed that voices significantly updated face-based impressions, \( t(259) = 4.17, p < .001, d = .52, 95\% \ CI [0.27, 0.77] \), while faces did not update voice-based impressions, \( t(263) = 0.41, p = .68, d = .05, 95\% \ CI [−0.19, 0.29] \). Finally, the interaction between first information type and valence was significant, \( F(1, 260) = 9.00, p = .003, \eta^2_p = .04, 95\% \ CI [0.01, 0.10] \). Negative face-based impressions were updated by voices more than voice-based impressions were updated by faces, \( t(510) = 4.06, p < .001, d = .36, 95\% \ CI [18, 0.53] \), while no difference occurred between positive first impressions, \( t(510) = 0.04, p = .96, d = .004, 95\% \ CI [−0.17, 0.18] \). The \( t \)-tests against zero showed that only negative face-based impressions were updated by the additional cue, \( t(129) = 4.33, p < .001, d = .76, 95\% \ CI [0.40, 1.12] \), while none of the others was: positive face-based impressions: \( t(129) = 1.51, p = .13, d = .27, 95\% \ CI [−0.08, 0.61] \), negative voice-based impressions: \( t(131) = −0.91, p = .36, d = .16, 95\% \ CI [−0.18, 0.50] \), positive voice-based impressions: \( t(131) = 1.53, p = .13, d = .27, 95\% \ CI [−0.08, 0.61] \). No other significant main effect or interaction was found (\( ps > .29 \)).
Experiment 2 showed that cross-modal cues could update both face- and voice-based impressions. Importantly, we found a stronger updating of face- (vs. voice-) based impressions via voices (vs. faces). Moreover, this effect was qualified by valence, such that voices updated negative, but not positive, face-based impressions of the individuals. Nonetheless, impression formation registered an asymmetry issue: when participants formed an impression based on the target’s negative face, such an impression was more extreme than the impression based on the target’s negative voice.

**Discussion**

Experiment 2 showed that cross-modal cues could update both face- and voice-based impressions. Importantly, we found a stronger updating of face- (vs. voice-) based impressions via voices (vs. faces). Moreover, this effect was qualified by valence, such that voices updated negative, but not positive, face-based impressions of the individuals. Nonetheless, impression formation registered an asymmetry issue: when participants formed an impression based on the target's negative face, such an impression was more extreme than the impression based on the target's negative voice.
This asymmetry may have increased the likelihood of finding a difference between the two types of information because less extreme impressions could be more difficult to update due to the less room available (Hogarth & Einhorn, 1992). To account for such a possibility, we designed a third and final experiment with cross-modal stimuli more carefully balanced in valence. In Experiment 3, we focused only on inconsistent information delivered at time 2 and tested whether impression updating was somehow qualified by its presentation modality (i.e., in isolation vs. co-occurring with the initial cue).

**EXPERIMENT 3**

Cross-modal cues can update our impressions of a target person generated from both their faces and voices. Nevertheless, it has not been tested whether the way in which the second information is delivered impacts impression updating. So far, the effect was tested with cues presented in isolation once an impression has formed based on faces and voices. However, in everyday life, the additional cue (i.e., one's face or voice) can be encountered either in isolation or together with the initial one. By focusing only on the condition in which information is inconsistent in valence, here we compared these two scenarios and verified whether the first information re-presentation at time 2 would alter the effect of the inconsistent cue (for a similar although not identical procedure, see Hansen et al., 2018). Hence, in this study, we employed a 2 (first information type: face vs. voice) × 2 (first information valence: positive vs. negative) × 2 (time 2 presentation: in isolation vs. simultaneous) × 2 (time: time 1 vs. time 2) mixed design, with the first and the third factors varying between participants.

This design would unveil whether the superior updating effect of voices on face-based impressions found in Experiment 2 could be moderated by how participants encounter such information. Indeed, re-presenting the first information (e.g., negative face) along with the new inconsistent information (e.g., positive voice) would call for a more overt comparison between the two types of information, which could either amplify or decrease the updating of cross-modal impressions. Importantly, such a co-occurrence of the two stimuli at time 2 is functional to test an alternative impression development route and does not overlap with the procedure employed by previous studies considering how two cues simultaneously interact in shaping first impressions (Mileva et al., 2018).

**Participants and procedure**

Two hundred and seventy-six Italian participants volunteered to take part in the experiment. However, 34 participants failed the memory check test, leaving a sample of 242 ($M_{age} = 25.35$, $SD_{age} = 12.64$, 180 females) participants. A sensitivity power analysis (MorePower v6.0.4) returned that with $N = 242$ participants we could detect an effect as little as $f = .18$ ($\eta^2_p = .032$) with power $= 80\%$ (at alpha $= .05$) in a $2 \times 2 \times 2 \times 2$ mixed design with two between-subjects factors.

The procedure largely mirrored that adopted in Experiment 2, except for the following changes. First, the individuals’ face or voice introduced at time 2 was always of opposite valence compared to the first information. Second, for half of the participants, the two pieces of information were presented in isolation, while for the other half the second information was presented in co-occurrence with the first one at time 2. In this new condition, participants were presented with either a face or a voice at time 1 and with both the face and the voice at time 2 for a total of 12 s.

Since negative faces and voices’ impressions were unbalanced in Experiment 2, we performed a pitch manipulation of $-15Hz$, instead of $-9Hz$, to increase the negativity of voice-based impressions. Faces were the same as in Experiment 2. Judgements were assessed again on a 7-point scale ($-3 = $ negative, $+3 = $ positive).
Results

Impression formation

Impression formation was measured in a 2 (first information valence: positive vs. negative) × 2 (first information type: face vs. voice) mixed ANOVA. The significant main effect of valence of the first information distinguished the impressions generated by positive (M = 1.17, SD = 1.15) and negative cues (M = −0.50, SD = 1.35), F(1, 240) = 203.42, p < .001, d = .92, 95% CI [0.77, 1.07]. The main effect of first information type was not significant, F(1, 240) = .23, p = .63, d = .06, 95% CI [−0.19, 0.31], but its interaction with valence was, F(1, 240) = 4.55, p = .03, η² = .02, 95% CI [0, 0.07]. Negative faces (M = −0.41, SD = 1.26) and voices (M = −0.60, SD = 1.43) were not different in their extremity, t(477) = 1.24, p = .21, d = .11, 95% CI [−0.07, 0.29], while positive faces (M = 1.02, SD = 1.23) tended to be perceived slightly less positively than voices (M = 1.33, SD = 1.03), but without overcoming the significance threshold in a meaningful way, t(477) = −1.89, p = .06, d = .17, 95% CI [−0.01, 0.35].

Impression updating

We analysed impression updating in a 2 (first information valence: positive vs. negative) × 2 (first information type: face vs. voice) × 2 (time 2 presentation: in isolation vs. simultaneous) mixed ANOVA (see Table 3 and Figure 3). The significant main effect of time 2 presentation showed that the isolated presentation of the two cues facilitated updating compared to when they co-occurred, F(1, 238) = 4.40, p = .04, d = .28, 95% CI [0.02, 0.53]. The significant main effect of first information type revealed that voices led to a greater updating of face-based impressions than the other way around, F(1, 238) = 8.42, p = .004, d = .37, 95% CI [0.12, 0.63]. There was a non-significant effect of valence, F(1, 238) = 3.22, p = .07, d = .12, 95% CI [−0.01, 0.25]. The interaction between the type of first information and time 2 presentation was significant, F(1, 238) = 3.75, p = .05, η² = .01, 95% CI [0, 0.06]. Voices (vs. faces) updated face-based (vs. voice-based) impressions more when the two cues were presented simultaneously at time 2, t(238) = 3.43, p < .001, d = .44, 95% CI [0.19, 0.70], but they did not differ when the cue was presented in isolation, t(238) = 0.65, p = .51, d = .08, 95% CI [−0.17, 0.34]. No other significant main effect or interaction was found (ps > .22).

Discussion

Overall, Experiment 3 confirmed that individuals’ voices updated impressions more than faces did. The significant interaction with time 2 presentation mode revealed that this was true when targets’ voices were presented along with faces. Moreover, such an effect was not affected by valence. Importantly, Experiment 3 presented voices and faces that were balanced in terms of baseline valence, which led to comparable first impressions. Even though the statistical test informed that the findings of Experiment 2 were not directly replicated when stimuli were presented in isolation, a closer look at the descriptive statistics suggested a similar pattern. To test whether inconsistent voices’ greater updating effect holds across experiments, we performed a joint analysis of Experiment 2 and 3 data.

JOINT ANALYSIS OF EXPERIMENTS 2 AND 3

Although the two experiments yielded different results, we performed a joint analysis of their data (N = 248, face-to-voice updating = 128, voice-to-face updating = 120) to inspect with greater statistical power whether voices presented in isolation updated impressions more than faces. We performed a 2
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ANOVA on the impression updating scores calculated as in the prior experiments (see Figure 4). The effect of valence of the first information was not significant, $F(1, 246) = 0.13, p = .72, d = .05, 95\% CI [-0.08, 0.17]$. Critically, the effect of information type was significant, $F(1, 246) = 4.10, p = .04, d = .26, 95\% CI [0.01, 0.51]$, meaning that voices updated face-based impressions ($M = 1.34, SD = 1.80$) more strongly than faces with voice-based impressions ($M = 0.98, SD = 1.79$). The interaction between the two factors was significant, $F(1, 246) = 3.78, p = .05, \eta^2_p = .02, 95\% CI [0, 0.06]$. Negative face-based impressions were updated more by positive voices ($M = 1.45, SD = 1.72$) than voice-based impressions

| Table 3 | Means and standard deviations (in parentheses) of face- and voice-based impressions formed on two types of cues (positive vs. negative) at two alternated times (time 1 vs. time 2) as a function of the type of time 2 presentation (in isolation vs. simultaneous). Original scores range from −3 (negative) to +3 (positive). The column ‘Score’ represents the difference between time 1 and time 2. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Presentation    | Positive        | Time 1          | Time 2          | Score           | Negative        | Time 1          | Time 2          | Score           |
| Face-based impression |               |                 |                 |                 | Face-based impression |                 |                 |                 |
| In isolation    | 1.03 (1.27)     | −0.84 (1.29)    | 1.87 (1.81)     | −0.46 (1.27)    | 1.24 (1.28)     | 1.70 (1.56)     |
| Simultaneous    | 1.02 (1.20)     | −0.72 (1.26)    | 1.73 (1.86)     | −0.35 (1.26)    | 1.42 (1.09)     | 1.77 (1.49)     |
| Voice-based impression |             |                 |                 |                 | Voice-based impression |                 |                 |                 |
| In isolation    | 1.29 (1.04)     | −0.59 (1.35)    | 1.88 (1.63)     | −0.55 (1.46)    | 0.80 (1.44)     | 1.36 (1.74)     |
| Simultaneous    | 1.37 (1.04)     | 0.40 (1.40)     | 0.97 (1.57)     | −0.65 (1.42)    | 0.13 (1.44)     | 0.78 (1.73)     |

**Figure 3** Bar graphs of Experiment 3 depicting evaluations given at time 1 (light grey bar) and time 2 (dark grey bar) as a function of first information valence (negative vs. positive) and second information presentation type (in isolation vs. simultaneous). The upper panels refer to face-to-voice impression updating, meaning that first impressions formed on faces were then updated by voices. The lower panels refer to voice-to-face impression updating, meaning that first impressions formed on voices were then updated by faces. Note that the additional information is always of opposite valence (i.e., inconsistent) compared to the first information. Evaluations are expressed on the original scale ranging from −3 (negative) to +3 (positive).
by positive faces ($M = 0.81$, $SD = 1.81$), $t(473) = 2.80$, $p = .005$, $d = .26$, 95% CI [0.08, 0.44], whereas updating was similar on positive face-based ($M = 1.23$, $SD = 1.87$) and voice-based impressions ($M = 1.15$, $SD = 1.76$), $t(473) = 0.34$ $p = .74$, $d = .03$, 95% CI [−0.15, 0.21].

The joint analysis showed that when participants encountered the second cue in isolation, their impression of the target updated to greater extent when transitioning from face to voice than vice versa, especially when the new information was positive (and the first cue was negative). However, one should not ignore that the effects tended to slightly diverge across the two experiments considered in isolation. Thus, further empirical replications in support of our findings are encouraged.

**GENERAL DISCUSSION**

Our impressions of others can be influenced by both their faces and their voices. Prior research has investigated faces and voices as independent sources of impression (McAller & Belin, 2018; Todorov et al., 2015). Only recently, their cross-modal integration gained new attention (Hansen et al., 2017a; Mileva et al., 2018). Yet, little is known about the face–voice dynamics in impression updating, especially from an interpersonal perspective. Across three studies, we investigated the cross-modal updating of face-based and voice-based impressions. In Experiment 1, we demonstrated that impressions based on faces are updated after hearing voices of opposite valence. In Experiments 2 and 3, we compared the impact of voices and faces to update impressions generated by the alternative cue. We found that a target's voice led to stronger updating of face-based impressions than the other way around. When the first and second cues were presented one at a time (i.e., in isolation), the updating of impressions was moderated by valence, with the greatest updating emerging for positive voices over negative face-based impressions. When the first cue co-occurred with the second information (i.e., simultaneous presentation), the superior impact of the voice (vs. the face) in updating face- (vs. voice-) based impressions generalized across valence.

Our findings provide novel insights into cross-modal impression updating. Prior studies suggested that faces and voices could contribute differently to the ultimate impression that we form about other individuals (Hansen et al., 2017a; Mileva et al., 2018). Whereas some of these studies focused on the impact of two cues when presented simultaneously (Rezlescu et al., 2015), less was known about their interplay when one cue follows the alternative one (i.e., impression updating). In the only research considering faces and voices in sequential presentation (Hansen et al., 2018), a rapid (few milliseconds) sequential presentation of the two cues served to make it clear that both belonged to the same target's identity. Such a procedure prevented one from determining the individual contribution of each cue to impression updating. Instead, we opted for a different approach in which faces and voices were presented separately and names were used to link each cue to their respective identity, favouring the measurement of each cue's individual contribution to the two stages of impression formation. This allowed us to show not only that face-based impression can change when people are presented with the voice of the target at a later stage, but also that the updating was stronger when voices (vs. faces) followed the presentation of faces (vs. voices). Indeed, our findings suggest that impressions tend to be more malleable when transitioning from the view (e.g., a picture) of the face to the mere listening of the voice (e.g., on the phone). Whereas the effect in Experiment 2 could be partly attributed to the fact that negative faces led to more negative impressions than negative voices, Experiment 3 ruled out this possibility: even though both positive and negative faces and voices led to comparable first impression, the role of either cue in updating such impressions showed different patterns. Eventually, a joint analysis of the two experiments found voices to produce a stronger updating than faces. We also found voices to be even superior in updating prior impressions when following an alternative cue presentation (i.e., co-occurrence of both cues at the later stage). This extends literature showing that voice matters more when cues of social groups are concerned (Hansen et al., 2018; Rakić et al., 2011). Therefore, impressions coming from the face could be even more malleable when preceding the simultaneous processing of both cues (e.g., on a video call). Thus, our findings brought evidence in favour of the superiority of voices for impression updating.
Cross-modal impression updating from faces and voices has so far been mostly investigated within the framework of the intergroup relations (Hansen et al., 2018). The faces and voices’ potential to alter impressions formed via the alternative cue was investigated by focusing on one unique feature (i.e., ethnicity) manipulated within each cue and in specific contexts (e.g., recruitment). Studying the dynamics of impressions influenced by non-behavioural cue is crucial also at a more general level and outside specific contexts. Our manipulation of both faces and voices did not confine to one single characteristic of either cue (e.g., skin colour or accent) that could drive inferences on one (intergroup) dimension. Rather, we focused on the overall power of faces and voices, manipulated to be either negative or positive, to form and update global impressions. Hence, our findings offer empirical evidence to the transformative power of both cues on global impressions. Whereas faces and voices were quite comparable on first impressions, the latter showed stronger in updating such impressions. Therefore, our research further showed that interpersonal interactions are modelled by the face–voice interaction contributing to contemporary research about person perception (i.e., Freeman et al., 2020).

Our findings open to a series of new empirical questions. First, while showing the differential impact of faces and voices on updating first impressions, this work did not test the variables that might explain such an effect. For instance, research has shown that the diagnostic value of the second piece of information is key to revise first impressions based on the initial cue (Cone et al., 2017; Skowronski & Carlston, 1989; Rusconi et al., 2020; see also Brambilla et al., 2019, 2021). Diagnosticity can be conceived as the relative weight attributed to a given piece of information within specific environmental conditions. We might speculate that, within our experimental scenarios, voices were perceived as more diagnostic (i.e., more revelatory of a person’s true nature) than faces. Future studies could investigate this issue in different ways. First, diagnosticity could be measured at the level of the perceiver: perceivers who place greater weight on faces should behave differently from those who are more sensitive to someone’s voice. Alternatively, the diagnosticity of either cue can be experimentally manipulated, for instance by assessing cross-modal impressions in a context where participants are induced to believe that voice-based (vs. face-based) information leads to erroneous judgements.

Moreover, we advise that faces and voices may not share the same salience in person perception (Taylor et al., 1978, 1979). With reference to our stimuli, one could argue that voices, compared to static faces, were more critical for the last evaluation not only because of the quality but also because of the quantity of the information provided. Most studies on voice perception used sub-second recordings of
vowels, syllables, or words which may approximate the amount of information extracted from a static face (McAller et al., 2014; O'Connor & Barclay, 2017). We employed instead longer sentences uttered by speakers which could account for the richness of information provided by dynamic faces (Hehman et al., 2015; but see Kościński, 2013; Rhodes et al., 2011). Future studies could address whether changing the nature of the cues (i.e., static vs. dynamic) would alter our findings.

We limited our examination to male targets. Faces and voices exert different effects on social traits’ perception depending on the target gender (Fraccaro et al., 2010; Jones et al., 2010). Future research could manipulate the target gender and reveal which non-behavioural cue counts more. Moreover, we employed manipulated faces and voices: despite being common practice in person perception because of large controllability over interstimuli variability, artificial cues could lead to different effects when compared to real cues (Hehman et al., 2017). Future research should address this issue either using unmanipulated faces and voices or controlling for their artificialness. Eventually, our investigation focused on a general evaluation of the targets. Evaluations given on alternate dispositional traits (i.e., trustworthiness, competence, dominance) may bring to differential outcomes in terms of weight of facial and vocal cues (Mileva et al., 2018; Rezlescu et al., 2015). Thus, it could be important to examine whether cross-modal trait-based versus global impression updating yield contrasting results.

In conclusion, our research supports the idea of dynamical cross-modal impression development. We showed that impressions can be updated in a cross-modal fashion, and voices play a more significant role in influencing early evaluations. This is a further step towards understanding how individuals form and update cross-modal impressions, which are at the basis of social interactions. Understanding whether and how cross-modal cues interact and drive impressions allows us to understand better phenomena such as avoidance, mating, and dating. Nowadays, the very first contact people have is often through social networks where visual information is promptly available: others’ voice usually comes at a later stage but, according to our findings, it has the ‘power’ of changing social dynamics. Concluding, these findings have the virtue of shedding light on an additional feature of our talent of navigating the multi-modal social world.
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