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Abstract. A classical theorem of Hutchinson asserts that if an iterated function system acts on \( \mathbb{R}^d \) by similitudes and satisfies the open set condition then it admits a unique self-similar measure with Hausdorff dimension equal to the dimension of the attractor. In the class of measures on the attractor which arise as the projections of shift-invariant measures on the coding space, this self-similar measure is the unique measure of maximal dimension. In the context of affine iterated function systems it is known that there may be multiple shift-invariant measures of maximal dimension if the linear parts of the affinities share a common invariant subspace, or more generally if they preserve a finite union of proper subspaces of \( \mathbb{R}^d \). In this note we give an example where multiple invariant measures of maximal dimension exist even though the linear parts of the affinities do not preserve a finite union of proper subspaces.

1. Introduction

We recall that an iterated function system is by definition a tuple \((T_1, \ldots, T_N)\) of contracting transformations of some metric space \( X \), which in this article will be \( \mathbb{R}^d \) equipped with the Euclidean distance. To avoid trivialities it will be assumed throughout this article that \( N \geq 2 \). If \((T_1, \ldots, T_N)\) is an iterated function system acting on \( \mathbb{R}^d \) then it is well-known that there exists a unique nonempty compact set \( Z \subset \mathbb{R}^d \) with the property \( Z = \bigcup_{i=1}^{N} T_i Z \), called the attractor or limit set of the iterated function system. If we define \( \Sigma_N := \{1, \ldots, N\}^\mathbb{N} \) with the infinite product topology, there exists moreover a well-defined coding map \( \Pi: \Sigma_N \to \mathbb{R}^d \) characterised by the property

\[
\Pi \left[ (x_k)_{k=1}^{\infty} \right] = \lim_{n \to \infty} T_{x_1} \cdots T_{x_n} v
\]

for all \( v \in \mathbb{R}^d \) and \((x_k)_{k=1}^{\infty} \in \Sigma_N\), and this coding map is a continuous surjection from \( \Sigma_N \) to the attractor.

We recall that \((T_1, \ldots, T_N)\) is said to satisfy the open set condition if there exists a nonempty open set \( U \subseteq \mathbb{R}^d \) such that the sets \( T_1 U, \ldots, T_N U \) are pairwise disjoint subsets of \( U \); if the same condition holds with a nonempty compact set \( X \subseteq \mathbb{R}^d \) instead of an open set \( U \) then we say that \((T_1, \ldots, T_N)\) satisfies the strong separation condition. It is not difficult to show that if the strong separation condition is satisfied then the coding map is a homeomorphism from \( \Sigma_N \) to the attractor.

It was shown recently by D.-J. Feng in [12] that if \( \mu \) is an ergodic shift-invariant measure on \( \Sigma_N \) and \((T_1, \ldots, T_N)\) is an affine iterated function system then \( \Pi_* \mu \) is necessarily exact-dimensional: this means that the limit

\[
\lim_{r \to 0} \frac{\log \Pi_* \mu(B_r(v))}{\log r}
\]

is a finite positive constant for all \( v \in \mathbb{R}^d \).
exists for $\Pi_*\mu$-a.e. $v \in \mathbb{R}^d$ and is $\Pi_*\mu$-almost-everywhere constant, where $B_r(v)$ denotes the open Euclidean ball with centre $v$ and radius $r$. This almost sure value will be called the dimension of the measure $\Pi_*\mu$ and is equal to its upper and lower Hausdorff and packing dimensions, see [9, §2]. If $(T_1, \ldots, T_N)$ satisfies the open set condition and the transformations $T_i$ are similarity transformations, it is a classical result of J.E. Hutchinson [16] that there exists a probability measure on the attractor of $(T_1, \ldots, T_N)$ with dimension equal to that of the attractor; moreover, this measure has the form $\Pi_*\mu$ where $\mu$ is a Bernoulli measure on the coding space $\Sigma_N$. In particular $\mu$ is invariant with respect to the shift transformation $\sigma^i[(x_k)_{k=1}^\infty] := (x_{k+i})_{k=1}^\infty$. In the more general context in which the transformations $T_i$ are invertible affine transformations of $\mathbb{R}^d$ it is thus natural to ask when there exists an invariant measure $\mu$ on the coding space which projects to a measure with dimension equal to that of the attractor, and if such a measure exists, how many such measures there might be. This question was posed explicitly, in somewhat differing forms, by D. Gatzouras and Y. Peres in [14] and by A. Käenmäki in [19].

In order to describe progress on the problem of finding measures of maximal dimension for affine iterated function systems it is useful to recall some definitions. We recall that the singular values of a real invertible $d \times d$ matrix $A$ are defined to be the positive square roots of the eigenvalues of the positive definite matrix $A^T A$. We write the singular values of $A$ as $\sigma_1(A), \ldots, \sigma_d(A)$ with the convention $\sigma_1(A) \geq \cdots \geq \sigma_d(A)$. We have $\|A\| = \sigma_1(A)$ and $|\det A| = \sigma_1(A) \cdots \sigma_d(A)$ for all $A \in \text{GL}_d(\mathbb{R})$, where $\| \cdot \|$ denotes the operator norm induced by the Euclidean norm. If $d$ is a positive integer and $s$ a non-negative real number, following [10] we define

$$\varphi^s(A) := \begin{cases} \sigma_1(A) \cdots \sigma_{\lfloor s \rfloor}(A)\sigma_{\lfloor s \rfloor}(A)^{s-\lfloor s \rfloor} & \text{if } 0 \leq s \leq d, \\ \det A\varphi^s & \text{if } s \geq d \end{cases}$$

for all $d \times d$ matrices $A$. The inequality $\varphi^s(AB) \leq \varphi^s(A)\varphi^s(B)$ is valid for all $s$, $A$ and $B$ and was originally noted in [10]. If $(A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N$ is given then for each $s \geq 0$ we define the $\varphi^s$-pressure of $(A_1, \ldots, A_N)$ to be the quantity

$$P_{\varphi^s}(A_1, \ldots, A_N) := \lim_{n \to \infty} \frac{1}{n} \log \sum_{i_1, \ldots, i_n=1}^N \varphi^s(A_{i_1} \cdots A_{i_n})$$

which is well-defined by subadditivity. The function $s \mapsto P_{\varphi^s}(A_1, \ldots, A_N)$ is continuous with respect to $s$ for fixed $(A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N$. When $(A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N$ is fixed and has the property that $\max_i \|A_i\| < 1$ for some norm on $\mathbb{R}^d$, the function $s \mapsto P_{\varphi^s}(A_1, \ldots, A_N)$ has a unique zero which we call the affinity dimension of $(A_1, \ldots, A_N)$. If $(T_1, \ldots, T_N)$ is an iterated function system of the form $T_i x = A_i x + v_i$ where $(A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N$, we define the affinity dimension of $(T_1, \ldots, T_N)$ to be $\dim_{\text{aff}}(A_1, \ldots, A_N)$.

The affinity dimension is always an upper bound for the box dimension of the attractor of $(T_1, \ldots, T_N)$, see [10]. If $\mu$ is an ergodic $\sigma$-invariant measure on $\Sigma_N$ then we define its Lyapunov dimension to be the unique zero of the function $[0, \infty) \to \mathbb{R}$ defined by

$$s \mapsto h(\mu) + \lim_{n \to \infty} \frac{1}{n} \int \log \varphi^s(A_{x_1} \cdots A_{x_n})d\mu[(x_k)_{k=1}^\infty],$$

where $h(\mu)$ denotes the entropy of $\mu$ with respect to the shift transformation $\sigma$. The Hausdorff dimension of $\Pi_*\mu$ is always bounded above by the Lyapunov dimension of $\mu$, which is bounded above by the affinity dimension of $(A_1, \ldots, A_N)$, see [19].
and [18, §4]. We say that a shift-invariant measure on \( \mu \) is a \( \varphi^s \)-equilibrium state for \( (A_1, \ldots, A_N) \) if it satisfies

\[
P_{\varphi^s}(A_1, \ldots, A_N) = h(\mu) + \lim_{n \to \infty} \frac{1}{n} \int \log \varphi^s(A_{x_1} \cdots A_{x_n})d\mu\left((x_k)_{k=1}^\infty\right),
\]

and a Käännäki measure if it is a \( \varphi^{s_0} \)-equilibrium state with \( s_0 := \dim_{aff}(A_1, \ldots, A_N) \).

For every \( (A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N \) and \( s \geq 0 \) there exists at least one \( \varphi^s \)-equilibrium state for \( (A_1, \ldots, A_N) \), a point which we discuss in more detail in §3 below. A shift-invariant measure is a Käännäki measure if and only if it has Lyapunov dimension equal to \( \dim_{aff}(A_1, \ldots, A_N) \).

In certain highly degenerate cases it is possible for the Hausdorff dimension of the attractor of an iterated function system to exceed the dimension of every invariant measure \( \Pi, \mu \) supported on it, and even to exceed the supremum of the dimensions of such measures: see [7]. However, in generic cases the attractor of an affine iterated function system has Hausdorff dimension equal to the affinity dimension [1, 10, 12], and for generic affine iterated functions it is also the case that every Käännäki measure \( \mu \) on \( \Sigma_N \) projects to a measure \( \Pi, \mu \) on the attractor which has dimension equal to the affinity dimension [12, 18] and is fully supported on the attractor [4].

We refer the reader to the articles cited for the various precise meanings of “generic” with respect to which these statements are true. It is therefore of interest to ask how many measures of the form \( \Pi, \mu \) may achieve this maximal dimension value. Since any convex combination of measures with maximal dimension will also have maximal dimension, we ask specifically how many pairwise mutually singular measures of the form \( \Pi, \mu \) may have dimension equal to that of the attractor, where \( \mu \) is shift-invariant. In generic cases this is equivalent to asking how many ergodic Käännäki measures a given iterated function system may have. This latter question was first raised by A. Käännäki [19] and is the subject of the present article.

Let us say that \( (A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N \) is reducible if there exists a nonzero proper subspace \( V \) of \( \mathbb{R}^d \) such that \( A_i V = V \) for every \( i = 1, \ldots, N \), and otherwise is irreducible. We also say that \( (A_1, \ldots, A_N) \) is strongly irreducible if there does not exist a finite collection \( V_1, \ldots, V_m \) of nonzero proper subspaces \( V_j \) such that \( A_i \left( \bigcup_{j=1}^m V_j \right) = \bigcup_{j=1}^m V_j \) for every \( i \). We extend the notions of irreducibility and strong irreducibility to subsets of \( \text{GL}_d(\mathbb{R}) \) in the obvious fashion. It is not difficult to see that a subset of \( \text{GL}_d(\mathbb{R}) \) is (strongly) irreducible if and only if the subsemigroup of \( \text{GL}_d(\mathbb{R}) \) which it generates is (strongly) irreducible. We will say that an affine iterated function system \( (T_1, \ldots, T_N) \) is (strongly) irreducible if it has the form \( T_i x = A_i x + v_i \) where \( (A_1, \ldots, A_N) \) is (strongly) irreducible.

It is easy to show that every \( (A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N \) has a unique \( \varphi^s \)-equilibrium state when \( s \geq d \). There exist reducible tuples \( (A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N \) which have as many as \( \left( d - \left\lfloor \frac{s}{d} \right\rfloor \left( \begin{array}{c} d \\ \left\lfloor \frac{s}{d} \right\rfloor \end{array} \right) = \left\lfloor \frac{s}{d} \right\rfloor \left( \begin{array}{c} d \\ \left\lfloor \frac{s}{d} \right\rfloor \end{array} \right) \right) \) mutually singular \( \varphi^s \)-equilibrium states (see [20]) and it is believed that this is the maximum possible number of mutually singular \( \varphi^s \)-equilibrium states for any tuple \( (A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N \). This number is known to be a sharp upper bound for the number of mutually singular \( \varphi^s \)-equilibrium states in dimensions up to four [23] and for simultaneously upper triangularisable tuples [20], but in the general case the best upper bound which has been obtained so far for the number of mutually singular \( \varphi^s \)-equilibrium states is \( \left( \begin{array}{c} d \\ \left\lfloor \frac{s}{d} \right\rfloor \end{array} \right) \), see [4]. When \( s \in (0, d) \cap \mathbb{Z} \) the maximum possible number of mutually singular \( \varphi^s \)-equilibrium states can be shown to equal \( \left( \begin{array}{c} d \\ \left\lfloor \frac{s}{d} \right\rfloor \end{array} \right) \) using the techniques of
[13, 20] although this result does not seem to have been explicitly stated in the literature.

If \((A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N\) is irreducible, it was shown by D.-J. Feng and A. Käenmäki in [13] that \((A_1, \ldots, A_N)\) has a unique \(\varphi^s\)-equilibrium state for all \(s \in (0, 1]\), and their argument easily extends to cover the case \(s \in [d-1, d)\). In particular if \((T_1, \ldots, T_N)\) is an irreducible affine iterated function system acting on \(\mathbb{R}^2\) then it has a unique Käenmäki measure. It was shown by the first named author and A. Käenmäki in [20] that in three dimensions strong irreducibility is sufficient for the uniqueness of \(\varphi^s\)-equilibrium states (and hence of Käenmäki measures) but irreducibility is not. A criterion for uniqueness of \(\varphi^s\)-equilibrium states in terms of irreducibility and strong irreducibility of successive exterior powers was also given in that article, and is discussed further in §3 below. In dimensions higher than two irreducibility does not suffice for the uniqueness of the Käenmäki measure: using the arguments of [20, §9] together with the results of [24] one may show that the example

\[
A_1 := \begin{pmatrix} 0 & 0 & \frac{1}{2} \\ \frac{2}{3} & 0 & 0 \\ 0 & \frac{1}{2} & 0 \end{pmatrix}, \quad A_2 := \begin{pmatrix} 0 & \frac{1}{2} & 0 \\ \frac{3}{3} & 0 & 0 \\ \frac{1}{2} & 0 & 0 \end{pmatrix}
\]

is irreducible with \(\dim_{\text{aff}}(A_1, A_2) \in (1, 2)\) and has exactly two ergodic Käenmäki measures.

These examples leave open the question of whether or not strong irreducibility is sufficient for the uniqueness of \(\varphi^s\)-equilibrium states and Käenmäki measures in dimensions higher than three. The purpose of this article is to show that in four dimensions strong irreducibility does not suffice for the uniqueness of \(\varphi^s\)-equilibrium states. We give the following example:

**Theorem 1.** Let \(\alpha_1, \alpha_2\) be nonzero real numbers such that \(|\alpha_1| \neq |\alpha_2|\) and let \(\theta \in \mathbb{R} \setminus \frac{\pi}{2} \mathbb{Z}\). Let \((A_1, A_2) \in \text{GL}_4(\mathbb{R})^2\) where

\[
A_1 = \begin{pmatrix} \alpha_1 & 0 & 0 \\ 0 & \alpha_2 & 0 \\ \cos \theta & -\sin \theta & \cos \theta \end{pmatrix} \otimes \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} = \begin{pmatrix} \alpha_1 \cos \theta & -\alpha_1 \sin \theta & 0 & 0 \\ \alpha_1 \sin \theta & \alpha_1 \cos \theta & 0 & 0 \\ 0 & 0 & \alpha_2 \cos \theta & -\alpha_2 \sin \theta \\ 0 & 0 & \alpha_2 \sin \theta & \alpha_2 \cos \theta \end{pmatrix}
\]

and

\[
A_2 = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \otimes \begin{pmatrix} \alpha_1 & 0 \\ 0 & \alpha_2 \end{pmatrix} = \begin{pmatrix} \alpha_1 \cos \theta & 0 & -\alpha_1 \sin \theta & 0 \\ 0 & \alpha_2 \cos \theta & 0 & -\alpha_2 \sin \theta \\ \alpha_1 \sin \theta & 0 & \alpha_1 \cos \theta & 0 \\ 0 & \alpha_2 \sin \theta & 0 & \alpha_2 \cos \theta \end{pmatrix}.
\]

Then \((A_1, A_2)\) is strongly irreducible and for every \(s \in (1, 3]\) there exist exactly two distinct ergodic \(\varphi^s\)-equilibrium states for \((A_1, A_2)\). These equilibrium states are both fully supported on \(\Sigma_N\).

Here the symbol \(A \otimes B\) represents the Kronecker product of the two matrices \(A\) and \(B\), which is a standard mechanism for representing the tensor product of two linear maps in terms of their matrices; for a more detailed description see §3 below. The fact that the equilibrium states are fully supported will be easily obtained during the proof, but also follows from the far more general results of [4].
Theorem 1 arises as a special case of a substantially more general result whose statement requires some additional notation and definitions; we postpone the statement of this more general theorem until the following section. The precise choice of the two matrices in Theorem 1 incorporates some arbitrary elements so as to facilitate the proof of Theorem 2 below. In fact, we will see in the remarks following Theorem 3 below that almost any contracting pair of matrices of the form

$$A_1 := B_1 \otimes B_2, \quad A_2 := B_2 \otimes B_1$$

with $B_1, B_2 \in \text{GL}_2(\mathbb{R})$ would suffice just as well.

Theorem 1 implies the existence of strongly irreducible affine iterated function systems in four dimensions where there exists more than one fully-supported measure on the attractor with maximal dimension:

**Theorem 2.** Let $(B_1, B_2, B_3, B_4) = (A_1, A_1, A_2, A_2) \in \text{GL}_4(\mathbb{R})^4$ where $A_1$ and $A_2$ are as defined in Theorem 1 with $0 < \alpha_2 < \alpha_1 < \frac{1}{1 + \sqrt{2}}$, $\alpha_1 \alpha_2 > \frac{1}{16}$, and arbitrary $\theta \in \mathbb{R} \setminus \frac{\pi}{2} \mathbb{Z}$. Then there exists $(v_1, \ldots, v_4) \in (\mathbb{R}^4)^4$ such that the iterated function system defined by $T_i x := B_i x + v_i$ satisfies the strong separation condition, has $1 < \dim_{\text{aff}}(B_1, \ldots, B_4) < 2$, and admits two mutually singular invariant measures $m_1 := \Pi_\ast \mu_1$, $m_2 := \Pi_\ast \mu_2$ with Hausdorff dimension equal to $\dim_{\text{aff}}(B_1, \ldots, B_4)$, each of which is fully supported on the attractor.

Examples of affine iterated function systems with two fully-supported measures of maximal dimension were previously constructed in two dimensions by A. Käänäki and M. Vilppolainen [22, Example 6.2] and by J. Barral and D.-J. Feng [2]; in these examples the linear parts of the affinities are given by diagonal matrices, and in particular these examples are not irreducible.

Theorem 1 may be considered to have the following heuristic implication for the investigation of affine iterated function systems. Works which attempt to prove very general statements about the thermodynamic formalism of affine iterated function systems – that is, assuming only invertibility and perhaps irreducibility of the linear parts of the system – can encounter the problem that the number of distinct $\varphi$-equilibrium states may in general be very large, forcing any complete mathematical argument to deteriorate into a branching investigation of sub-cases arising from the families of different $\varphi$-equilibrium states which may exist for a single iterated function system. (Indeed, in the articles [4] and [25] this phenomenon is responsible for most of the length of the proofs of the main results; in those special cases where a unique $\varphi$-equilibrium state exists the proofs of the results of both articles can be made an order of magnitude shorter.) It is therefore natural to ask whether a simple, testable general condition can be imposed on an affine IFS which forces the $\varphi$-equilibrium state to be unique, allowing simpler and more economical arguments to be applied without any very substantial loss of generality. While it was shown in [20] that the Zariski density of the semigroup generated by the linear parts is sufficient for the uniqueness of the $\varphi$-equilibrium state (see also [17] for a closely related result) this condition is arguably the strongest possible condition of an algebraic nature and it is reasonable to ask whether a weaker condition such as strong irreducibility might instead be sufficient. The results of this article demonstrate that this is not the case and strongly suggest that proofs which incorporate the consideration of multiple inequivalent $\varphi$-equilibrium states are likely to remain a feature of the literature in situations where statements assuming a weaker condition than Zariski density are proved.
2. More general examples

Theorem 1 is obtained as a special case of a more general construction which we now describe. We first establish some necessary notation and definitions. We recall that $\text{PGL}_d(\mathbb{R})$ denotes the quotient of $\text{GL}_d(\mathbb{R})$ by the subgroup consisting of all scalar multiples of the identity matrix. For an element $g \in \text{GL}_d(\mathbb{R})$ we denote by $\hat{g}$ the corresponding equivalence class $\hat{g} \in \text{PGL}_d(\mathbb{R})$. For the purpose of exposition, let $G$ denote either of the groups $\text{SL}_d(\mathbb{R})$, $\text{GL}_d(\mathbb{R})$ and $\text{PGL}_d(\mathbb{R})$. These groups are linear algebraic groups: each $G$ can be realised as the set of common zeros of an ideal of polynomials with real coefficients in $k$ variables for some $k \in \mathbb{N}$. The Zariski topology on each such group $G$ is defined by declaring the closed subsets of $G$ to be the sets of common zeros of collections of polynomials in $k$ variables. This topology does not depend on the choice of the embedding in the space $\mathbb{R}^k$ and it is coarser than the standard topology on $G$, which we refer to as the analytic topology. For example, $\text{PGL}_d(\mathbb{R})$ is connected with respect to the Zariski topology, whereas for even $d$ it has two connected components with respect to the analytic topology, one corresponding to linear maps with positive determinant (which is equal to $\text{PSL}_d(\mathbb{R})$) and one corresponding to linear maps with negative determinant. A set $Z \subseteq G$ is called Zariski dense in $G$ if it is a dense subset of $G$ with respect to the Zariski topology in the usual sense; this is equivalent to the stipulation that every polynomial function $G \to \mathbb{R}$ which is identically zero on $Z$ is also identically zero on $G$. The Zariski closure of any subsemigroup of $G$ is a Lie group with finitely many connected components. In particular a subsemigroup of $G$ fails to be Zariski dense if and only if it is contained in a proper Lie subgroup of $G$ which has finitely many connected components.

If $N \geq 2$ is understood, we will say that a word is any finite sequence $i = (i_k)_{k=1}^n \in \{1,\ldots,N\}^n$. We define the length of the word $i = (i_k)_{k=1}^n$ to be $n$ and denote the length of any word $i$ by $|i|$. We denote the set of all words by $\Sigma_N^*$. If $(A_1,\ldots,A_N) \in \text{GL}_d(\mathbb{R})^N$ is also understood then we define $A_i := A_i \cdots A_1$ for every $i = (i_k)_{k=1}^n \in \Sigma_N^*$. If $\iota : \{1,\ldots,N\} \to \{1,\ldots,N\}$ is a permutation then $\iota$ naturally extends to a map $\iota : \Sigma_N^* \to \Sigma_N^*$ defined by $\iota([(i_k)_{k=1}^n]) := (\iota(i_k))_{k=1}^n$. Clearly $\iota$ thus defined induces a permutation of the set $\{i \in \Sigma_N^* : |i| = n\}$ for each $n \geq 1$.

The general result of which Theorem 1 is a special case is as follows:

**Theorem 3.** Let $d,N \geq 2$, let $(B_1,\ldots,B_N) \in \text{GL}_d(\mathbb{R})^N$ and suppose that the group generated by the projective linear maps $\hat{B}_i$ is Zariski dense in $\text{PGL}_d(\mathbb{R})$. Let $\iota$ be a permutation of $\{1,\ldots,N\}$ such that:

(i) There does not exist $h \in \text{PGL}_d(\mathbb{R})$ such that for every $i \in \Sigma_N^*$, we have $\hat{B}_i = h \hat{B}_{\iota(i)} h^{-1}$.

(ii) There does not exist $h \in \text{PGL}_d(\mathbb{R})$ such that for every $i \in \Sigma_N^*$, we have $\hat{B}_i = h (\hat{B}_{\iota(i)}^{-1}) h^{-1}$.

Define an $N$-tuple $(A_1,\ldots,A_N) \in \text{GL}_d(\mathbb{R})^N$ by $A_i := B_i \otimes B_{\iota(i)}$ for each $i = 1,\ldots,N$. Then $(A_1,\ldots,A_N)$ is strongly irreducible and for every $s \in (1,2] \cup [d^2-2,d^2-1)$ there exist exactly two distinct ergodic $\varphi^s$-equilibrium states for $(A_1,\ldots,A_N)$, both of which are fully supported on $\Sigma_N$.

We make the following remarks:
Remark 2.1. 1. Provided that the permutation \( \iota \) is non-trivial, the set of tuples \((B_1, \ldots, B_N) \in \text{GL}_d(\mathbb{R})^N\) that do not satisfy the assumptions of Theorem 3 is contained in a null set with respect to the Haar measure on \( \text{GL}_d(\mathbb{R})^N \). When \( \iota \) is non-trivial the assumptions (i) and (ii) hold for an open dense subset of \( \text{GL}_d(\mathbb{R})^N \).

2. In practice, it is easy and usually sufficient to verify the assumptions directly on the generating tuple \((B_1, \ldots, B_N)\), that is, by considering words \( \iota \) of length one in the hypotheses (i) and (ii).

3. Since the permutation \( \iota \) necessarily satisfies \( \iota^m = \text{id} \) for some natural number \( m \leq N! \) it is not hard to see that if there exists an \( h \) satisfying (i) then the corresponding power \( h^m \) of \( h \) must commute with every element of the semigroup generated by \( B_1, \ldots, B_N \). By Zariski density it follows that \( h^m \) belongs to the centre of \( \text{PGL}_d(\mathbb{R}) \), which is the trivial group. We conclude that necessarily \( h^m = \text{id} \) for some integer \( m \) not greater than \( N! \). Similarly if (ii) holds then the same observation applies to \( (h^{-1})^\top \) in place of \( h \).

If we define

\[
B_1 := \begin{pmatrix} \alpha_1 & 0 \\ 0 & \alpha_2 \end{pmatrix}, \quad B_2 := \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}
\]

where \( \alpha_1, \alpha_2 \) and \( \theta \) are as in Theorem 1 and let \( \iota : \{1, 2\} \to \{1, 2\} \) be given by \( \iota(1) := 2, \iota(2) := 1 \) then clearly the pair \((A_1, A_2)\) defined by Theorem 3 corresponds to that considered in Theorem 1. Obviously the assumptions (i) and (ii) are satisfied. Since \( \theta \neq \pi/2 \) the group generated by \( B_1 \) and \( B_2 \) is a non-elementary subgroup of \( \text{SL}_2(\mathbb{R}) \) and hence is Zariski dense in \( \text{PGL}_2(\mathbb{R}) \). In particular Theorem 1 follows from Theorem 3.

We believe that it should be possible to extend the method of Theorem 3 so as to construct examples in dimension \( d^2 > 4 \) such that for every \( s \in (1, d^2 - 1) \) there are multiple distinct \( \varphi^s \)-equilibrium states. In those cases the number of ergodic equilibrium states will in general be much larger than 2. Such a generalisation of Theorem 3 would be likely to need additional hypotheses on the ordering of products of singular values of the matrices \( B_i \) in order to make the comparison of different families of equilibrium states practical. Since the purpose of this article is simply to demonstrate that strong irreducibility is compatible with the existence of multiple \( \varphi^s \)-equilibrium states we do not pursue the problem of optimising Theorem 3 in this manner. We likewise suspect that examples of strongly irreducible affine iterated function systems with multiple equilibrium states should exist in every dimension higher than 4: the fact that in our examples the dimension is a perfect square reflects the symmetries exploited in our construction, but we believe that this restriction is likely to be only technical.

The proof of Theorem 3 is presented as follows. In the following section we recall some necessary concepts from linear algebra, thermodynamic formalism and the theory of linear algebraic groups. In §4 we prove that the Zariski density hypothesis of Theorem 3 implies the strong irreducibility of the tuple \((A_1, \ldots, A_N)\) and establish some related algebraic facts which will be used later; in §5 we prove the remaining parts of Theorem 3 by feeding these algebraic facts into the thermodynamic machinery described in §3. In §6 we present some further perspectives on the non-uniqueness of equilibrium states in the example presented in Theorem 1, and in §7 we give the proof of Theorem 2.
3. Preliminaries

3.1. Linear algebra. For the remainder of the article $\| \cdot \|$ will denote either the Euclidean norm defined by the standard inner product or a specified inner product, or the operator norm on matrices defined by such a Euclidean norm. If $A \in \text{GL}_{d_1}(\mathbb{R})$ and $B \in \text{GL}_{d_2}(\mathbb{R})$ are represented by the matrices

$$ A = \begin{pmatrix} a_{11} & \cdots & a_{1d_1} \\ \vdots & \ddots & \vdots \\ a_{d_11} & \cdots & a_{d_1d_1} \end{pmatrix}, \quad B = \begin{pmatrix} b_{11} & \cdots & b_{1d_2} \\ \vdots & \ddots & \vdots \\ b_{d_21} & \cdots & b_{d_2d_2} \end{pmatrix}, $$

then their Kronecker product may be understood to be the linear map $A \otimes B \in \text{GL}_{d_1d_2}(\mathbb{R})$ with matrix given by

$$ A \otimes B = \begin{pmatrix} a_{11}B & \cdots & a_{1d_1}B \\ \vdots & \ddots & \vdots \\ a_{d_11}B & \cdots & a_{d_1d_1}B \end{pmatrix}. $$

This construction satisfies the identities $(A \otimes B)(A_2 \otimes B_2) = (A_1 \otimes B_1)(A_2 \otimes B_2)$ and $A^\top \otimes B^\top = (A \otimes B)^\top$ for all $A_1, A_2, A \in \text{GL}_{d_1}(\mathbb{R})$ and $B_1, B_2, B \in \text{GL}_{d_2}(\mathbb{R})$. The identity $(A \otimes B)^{-1} = (A^{-1} \otimes B^{-1})$ follows from the first of these two identities. If $\alpha_1, \ldots, \alpha_1$ are the eigenvalues of $A$ and $\alpha'_1, \ldots, \alpha'_d$ the eigenvalues of $B$ then the eigenvalues of $A \otimes B$ are precisely the $d_1d_2$ products $\alpha_i\alpha'_j$ with $1 \leq i \leq d_1$ and $1 \leq j \leq d_2$. Combining these observations it follows that the singular values of $A \otimes B$ are the products $\sigma_i(A)\sigma_j(B)$ such that $1 \leq i \leq d_1$ and $1 \leq j \leq d_2$ and in particular $\|A \otimes B\| = \sigma_1(A)\sigma_1(B) = \|A\|\|B\|$ for all $A \in \text{GL}_{d_1}(\mathbb{R})$ and $B \in \text{GL}_{d_2}(\mathbb{R})$. Proofs of these identities may be found in [15, §4.2]. The Kronecker product $A \otimes B$ may be understood algebraically as the matrix representation of the tensor product of the linear maps $A$ and $B$, but this interpretation will not be needed explicitly in the present work.

For each $k = 1, \ldots, d$ the $k$th exterior power of $\mathbb{R}^d$, denoted $\wedge^k \mathbb{R}^d$, is a $\binom{d}{k}$-dimensional real vector space spanned by the set of all vectors of the form $v_1 \wedge v_2 \wedge \cdots \wedge v_k$ where $v_1, \ldots, v_k \in \mathbb{R}^d$, where the symbol “$\wedge$” is subject to the identities

$$ \lambda(v_1 \wedge v_2 \wedge \cdots \wedge v_k) + (v'_1 \wedge v_2 \wedge \cdots \wedge v_k) = (\lambda v_1 + v'_1) \wedge v_2 \wedge \cdots \wedge v_k, $$

$$ v_1 \wedge v_2 \wedge \cdots \wedge v_k = (-1)^{i+1} v_1 \wedge v_2 \wedge \cdots \wedge v_{i-1} \wedge v_i + v_{i+1} \wedge v_1 \wedge \cdots \wedge v_k $$

for all $v_1, \ldots, v_k, v'_1 \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ and $i = 1, \ldots, k$. If $u_1, \ldots, u_d$ is any basis for $\mathbb{R}^d$ then the vectors $u_{i_1} \wedge \cdots \wedge u_{i_k}$ such that $1 \leq i_1 < \cdots < i_k \leq d$ form a basis for $\wedge^k \mathbb{R}^d$. The standard inner product $\langle \cdot, \cdot \rangle$ on $\mathbb{R}^d$ induces an inner product on $\wedge^k \mathbb{R}^d$ by

$$ \langle u_1 \wedge \cdots \wedge u_k, v_1 \wedge \cdots \wedge v_k \rangle := \det [(u_{i_j}, v_{i_j})]_{i,j = 1}^k. $$

If $A \in \text{GL}_d(\mathbb{R})$ then $A$ induces a linear map $A^\wedge k$ on $\wedge^k \mathbb{R}^d$ by $A^\wedge k(u_1 \wedge \cdots \wedge u_k) = Au_1 \wedge \cdots \wedge Au_k$. By considering appropriate bases it is easy to see that if $\alpha_1, \ldots, \alpha_d$ are the eigenvalues of $A$ then the eigenvalues of $A^\wedge k$ are the numbers $\alpha_{i_1} \cdots \alpha_{i_k}$ such that $1 \leq i_1 < \cdots < i_k \leq d$. The identity $(A^\top)^\wedge k = (A^\wedge k)^\top$ follows directly from the definition of the inner product on $\wedge^k \mathbb{R}^d$, and combining these observations we see that the singular values of $A^\wedge k$ are precisely the products $\sigma_{i_1}(A) \cdots \sigma_{i_k}(A)$ such that $1 \leq i_1 < \cdots < i_k \leq d$. In particular we have $\|A^\wedge k\| = \sigma_1(A^\wedge k) = \sigma_1(A) \cdots \sigma_k(A)$. 

The significance of exterior powers to the present article arises from the following identity: if \( A \in \text{GL}_d(\mathbb{R}) \) and \( 0 \leq s \leq d \), then
\[
\varphi^s(A) = \left\| A^{\wedge s} \right\|^{1+|s|} \left\| A^{\wedge |s|} \right\|^{-|s|}
\]
by the identity previously remarked.

Finally, given \( A \in \text{GL}_d(\mathbb{R}) \) and \( i = 1, \ldots, d \) we let \( \lambda_i(A) \) denote the modulus of the \( i \)th largest of the eigenvalues of \( A \). As an easy consequence of the formula \( \left\| A^{\wedge k} \right\| = \sigma_1(A) \cdots \sigma_k(A) \) together with Gelfand’s formula, we have
\[
\lim_{n \to \infty} \sigma_i(A^n) s = \lambda_i(A)
\]
for every \( A \in \text{GL}_d(\mathbb{R}) \).

3.2. **Linear algebraic groups.** Given a representation \( \rho : \Gamma \to \text{GL}_d(\mathbb{R}) \) we shall say that \( \rho \) is strongly irreducible (resp. irreducible) if its image is strongly irreducible (resp. irreducible) in the sense previously defined. Given a subgroup \( G \) of \( \text{GL}_d(\mathbb{R}) \) with finitely many connected components which is closed in the analytic topology, it is not difficult to see that \( G \) acts strongly irreducibly if and only if the connected component of the identity (in the analytic topology) acts irreducibly. When \( G \) is a linear algebraic group, i.e. a closed subgroup of \( \text{GL}_d(\mathbb{R}) \) with respect to the Zariski topology, it automatically has finitely many connected components (for both the analytic and Zariski topologies) and the previous assertion remains true for the connected component of \( G \) with respect to the Zariski topology. We also mention that every linear algebraic group is a Lie group, and that the Zariski closure of a semigroup is itself a linear algebraic group. We lastly observe that a subset \( S \) of \( \text{GL}_d(\mathbb{R}) \) remains strongly irreducible/irreducible if each element \( g \in S \) is replaced by some nonzero real scalar multiple \( cg \), where \( c \in \mathbb{R}^* \) is allowed to depend on \( g \). Accordingly we may without ambiguity speak of a subset of \( \text{PGL}_d(\mathbb{R}) \) as being strongly irreducible or irreducible.

In the proof of Theorem 3 we will use a special case of a result of Y. Benoist on the properties of the limit cone of a semigroup in a reductive linear algebraic group. For these notions, as well as the following statement, we refer the reader to [3, Théorème 1.4] (see also [26, Proposition 1.3] and [5, Theorem 1.4]). We observe that given a projective linear transformation \( \gamma \in \text{PGL}_d(\mathbb{R}) \), the ratios \( \frac{\lambda_i(g)}{\lambda_{i+1}(g)} \) of specified pairs of absolute eigenvalues of \( \gamma \) are well-defined as the ratio \( \frac{\lambda_i(g)}{\lambda_{i+1}(g)} \) for any \( g \in \text{GL}_d(\mathbb{R}) \) with \( \gamma = \hat{g} \). The result which we require is the following:

**Proposition 3.1.** Let \( \Gamma \) be a Zariski-dense subsemigroup of \( \text{PGL}_d(\mathbb{R}) \times \text{PGL}_d(\mathbb{R}) \). Then there exists \( (\gamma_1, \gamma_2) \in \Gamma \) such that \( \frac{\lambda_1}{\lambda_2}(\gamma_1) \neq \frac{\lambda_1}{\lambda_2}(\gamma_2) \).

3.3. **Thermodynamic formalism.** If \( N \geq 2 \) is understood, let \( \Sigma_N := \{1, \ldots, N\}^\infty \) which we equip with the infinite product topology. This topological space is compact and metrisable. We define the shift transformation \( \sigma : \Sigma_N \to \Sigma_N \) by \( \sigma([x_k]_{k=1}^\infty) := ([x_{k+1}]_{k=1}^\infty \right) \) which is a continuous surjection. We let \( \mathcal{M}_\sigma \) denote the set of all \( \sigma \)-invariant Borel probability measures on \( \Sigma_N \) equipped with the weak*-topology, which is the smallest topology such that \( \mu \mapsto \int f d\mu \) is continuous for every \( f \in C(\Sigma_N) \). With respect to this topology \( \mathcal{M}_\sigma \) is a nonempty, compact, metrisable topological space.
As was described earlier we will say that a word is any finite sequence \( i = (i_k)_{k=1}^n \in \{1, \ldots, N\}^n \). We define the length of the word \( i = (i_k)_{k=1}^n \) to be \( n \) and denote the length of any word \( i \) by \( |i| \). When \( N \) is understood we denote the set of all words by \( \Sigma_N^* \). If \( x = (x_k)_{k=1}^\infty \in \Sigma_N \) then we define \( x|_n \) to be the word \( (x_k)_{k=1}^n \in \Sigma_N^* \). If \( i \in \Sigma_N^* \) then we define the corresponding cylinder set to be the set \( [i] := \{ x \in \Sigma_N : x|_n = i \} \). The set of all cylinder sets is a basis for the topology of \( \Sigma_N \). If \( i = (i_k)_{k=1}^n, j = (j_k)_{k=1}^m \in \Sigma_N^* \) are arbitrary words then we define their concatenation \( ij \) in the obvious fashion: it is the word \( (\ell_k)_{k=1}^{n+m} \) such that \( \ell_k = i_k \) for \( 1 \leq k \leq n \) and \( \ell_k = j_{k-n} \) for \( n+1 \leq k \leq n+m \). If \( (A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R})^N \) is understood then we define \( A_i := A_{i_1} \cdots A_{i_n} \) for every \( i = (i_k)_{k=1}^n \in \Sigma_N^* \).

We will find it convenient in proofs to appeal to more general notions of pressure and equilibrium state than those defined in the introduction. If \( N \geq 2 \) is understood let us say that a potential is submultiplicative if it has the property \( \Phi(ij) \leq \Phi(i)\Phi(j) \) for all \( i, j \in \Sigma_N \). All potentials considered in this article will be submultiplicative. If \( \Phi \) is a submultiplicative potential then the sequence of functions \( \Phi_n : \Sigma_N \to (0, +\infty) \) defined by \( \Phi_n(x) := \Phi(x|_n) \) satisfies the submultiplicativity relation \( \Phi_{n+m}(x) \leq \Phi_n(\sigma^m x)\Phi_m(x) \) for all \( n, m \geq 1 \) and \( x \in \Sigma_N \). Each \( \Phi_n \) is continuous since it depends only on finitely many co-ordinates. For every \( \mu \in \mathcal{M}_\sigma \) we define

\[
\Lambda(\Phi, \mu) := \lim_{n \to \infty} \frac{1}{n} \int \log \Phi(x|_n) d\mu(x) = \inf_{n \geq 1} \frac{1}{n} \int \log \Phi(x|_n) d\mu(x)
\]

which is well-defined by subadditivity. By the subadditive ergodic theorem, if \( \mu \in \mathcal{M}_\sigma \) is ergodic then we have \( \lim_{n \to \infty} \frac{1}{n} \log \Phi(x|_n) = \Lambda(\Phi, \mu) \) for \( \mu \)-a.e. \( x \in \Sigma_N \).

If \( \Phi \) is a submultiplicative potential then we define its pressure to be the quantity

\[
P(\Phi) := \lim_{n \to \infty} \frac{1}{n} \log \sum_{|i|=n} \Phi(i) = \inf_{n \geq 1} \frac{1}{n} \log \sum_{|i|=n} \Phi(i)
\]

which is well-defined by subadditivity. We recall that the entropy \( h(\mu) \) satisfies

\[
h(\mu) := \lim_{n \to \infty} \frac{1}{n} \sum_{|i|=n} -\mu(i) \log \mu(i) = \inf_{n \geq 1} \frac{1}{n} \sum_{|i|=n} -\mu(i) \log \mu(i)
\]

which is likewise well-defined by subadditivity. We remark that this presents \( h(\mu) \) as the infimum of a sequence of continuous functions of \( \mu \), hence in particular \( \mu \mapsto h(\mu) \) is upper semi-continuous. By the subadditive variational principle of D.-J. Feng, Y.-L. Cao and W. Huang we have

\[
P(\Phi) = \sup_{\mu \in \mathcal{M}_\sigma} [h(\mu) + \Lambda(\Phi, \mu)],
\]

see [6, Theorem 1.1]). Since the map \( \mu \mapsto \int \log \Phi(x|_n) d\mu(x) \) is continuous for each \( n \geq 1 \) and the map \( \mu \mapsto h(\mu) \) is similarly upper semi-continuous, the map \( \mu \mapsto h(\mu) + \Lambda(\Phi, \mu) \) is upper semi-continuous. In particular the supremum above is always attained. We call a measure which attains this supremum an equilibrium state for \( \Phi \).

If \( (A_1, \ldots, A_N) \in \text{GL}_d(\mathbb{R}) \) and \( s \geq 0 \) then we may define a submultiplicative potential \( \Phi^s : \Sigma_N \to (0, +\infty) \) by \( \Phi^s(i) := \varphi^s(A_i) \). Clearly in this case \( P(\Phi^s) = P_{\varphi^s}(A_1, \ldots, A_N) \) and the notion of equilibrium state for \( \Phi^s \) coincides with the notion of \( \varphi^s \)-equilibrium state for \( (A_1, \ldots, A_N) \) introduced in the introduction.
Our mechanism for studying equilibrium states in this article will be the following result which was given as [4, Corollary 2.2]:

**Theorem 4.** Let \( \ell \geq 1 \) and \( N \geq 2 \). For each \( j = 1, \ldots, \ell \) let \( d_j \geq 1 \) and \( \beta_j > 0 \), and let \( (A_1^{(j)}, \ldots, A_N^{(j)}) \in \text{GL}_{d_j}(\mathbb{R})_N \) be strongly irreducible. Define a submultiplicative potential \( \Phi: \Sigma_N^* \to (0, +\infty) \) by

\[
\Phi(\bar{i}) := \prod_{j=1}^{\ell} \left\| A_i^{(j)} \right\|^{\beta_j}
\]

for all \( \bar{i} \in \Sigma_N^* \). Then there exists a unique equilibrium state \( \mu \) for \( \Phi \). It is ergodic, and there exists a constant \( C > 0 \) such that

\[
C^{-1} \Phi(\bar{i}) \leq e^{i[P(\Phi)]} \mu([\bar{i}]) \leq C \Phi(\bar{i})
\]

for every \( \bar{i} \in \Sigma_N^* \).

4. **Proof of Theorem 3: the algebraic part**

In this section we prove that the tuple \((A_1, \ldots, A_N)\) considered in Theorem 3 is strongly irreducible and also show that \((B_1^{\wedge 2}, \ldots, B_N^{\wedge 2})\) is strongly irreducible, which will be needed later in the proof. Specifically we prove the following statement:

**Proposition 4.1.** Let \((B_1, \ldots, B_N) \in \text{GL}_d(\mathbb{R})_N \) and \( \iota \) be as in Theorem 3. Then \((B_1 \otimes B_1(\iota), \ldots, B_N \otimes B_N(\iota))\) is strongly irreducible, and for each \( k = 1, \ldots, d \) the tuple \((B_1^{\wedge k}, \ldots, B_N^{\wedge k})\) is strongly irreducible.

This result will follow by combining the various lemmas given subsequently. We begin with recalling some general results.

**Lemma 4.2.** Let \( G \) be a linear algebraic group and suppose that \( \pi: G \to \text{GL}(V) \) is a strongly irreducible representation. If \( \Gamma \) is a Zariski-dense subsemigroup of \( G \) then \( \pi|_{\Gamma} \) is a strongly irreducible representation.

**Proof.** By a previous remark on irreducibility of the (Zariski) connected component \( G^0 \) (§3.2), it suffices to show that \( \pi|_{\Gamma \cap G^0} \) is an irreducible representation. The semigroup \( \Gamma \cap G^0 \) is clearly Zariski dense in \( G^0 \) and the latter acts irreducibly on \( V \). Since the property of preserving a subspace can be expressed in terms of polynomial equations, the same is true of \( \Gamma \cap G^0 \) by direct appeal to the definition of Zariski topology. \( \square \)

We also need the following classical fact (for a proof see e.g. [8]):

**Lemma 4.3.** Let \( \phi: \text{PGL}_d(\mathbb{C}) \to \text{PGL}_d(\mathbb{C}) \) be a Lie group automorphism. Then: either there exists \( x \in \text{PGL}_d(\mathbb{C}) \) such that \( \phi(g) = xgx^{-1} \) for all \( g \in \text{PGL}_d(\mathbb{C}) \), or there exists \( x \in \text{PGL}_d(\mathbb{C}) \) such that \( \phi(g) = x(g^\top)^{-1}x^{-1} \) for every \( g \in \text{PGL}_d(\mathbb{C}) \), or \( \phi \) is given by an automorphism of one of the previous two types composed with complex conjugation.

In combination with Lemma 4.2 and Lemma 4.6 below, the following lemma proves the first statement of Proposition 4.1.

**Lemma 4.4.** Let \((B_1, \ldots, B_N) \in \text{GL}_d(\mathbb{R})_N \) and \( \iota \) be as in Theorem 3. Then the subsemigroup of \( \text{PGL}_d(\mathbb{R}) \times \text{PGL}_d(\mathbb{R}) \) generated by \( \{(B_i, \hat{B}_1(i)): 1 \leq i \leq N\} \) is Zariski dense in \( \text{PGL}_d(\mathbb{R}) \times \text{PGL}_d(\mathbb{R}) \).
Proof. Let $\Gamma$ denote the subsemigroup of $\text{PGL}_d(\mathbb{R}) \times \text{PGL}_d(\mathbb{R})$ generated by the set $\{(g_i, g_i^{-1}) : 1 \leq i \leq N\}$. We will show that the Zariski closure of this semigroup in $\text{PGL}_d(\mathbb{C}) \times \text{PGL}_d(\mathbb{C})$ is equal to $\text{PGL}_d(\mathbb{C}) \times \text{PGL}_d(\mathbb{C})$, and this suffices to prove the lemma.

Let $G$ denote the Zariski closure of $\Gamma$ in $\text{PGL}_d(\mathbb{C}) \times \text{PGL}_d(\mathbb{C})$; it is a linear algebraic group. Let $\pi_1, \pi_2 : \text{PGL}_d(\mathbb{C}) \times \text{PGL}_d(\mathbb{C}) \to \text{PGL}_d(\mathbb{C})$ denote the projections onto the first and second co-ordinates respectively. Now, the Zariski topology on $\text{PGL}_d(\mathbb{R})$ is precisely the subspace topology of $\text{PGL}_d(\mathbb{R})$ which it inherits as a subset of $\text{PGL}_d(\mathbb{C})$ in the Zariski topology on the latter. By hypothesis the subsemigroup of $\text{PGL}_d(\mathbb{R})$ generated by $g_1, \ldots, g_N$ is Zariski dense in $\text{PGL}_d(\mathbb{R})$, and since $\text{PGL}_d(\mathbb{R})$ is a Zariski dense subset of $\text{PGL}_d(\mathbb{C})$ (see for example [27, Theorem 3.1.9]) it follows that the semigroup generated by $g_1, \ldots, g_N$ is Zariski dense in $\text{PGL}_d(\mathbb{C})$. Using the fact that $\mathbb{C}$ is algebraically closed it follows (by, for example, [27, Corollary 3.1.2]) that $\pi_1(G) = \pi_2(G) = \text{PGL}_d(\mathbb{C})$. Now, define

$$H_1 := \ker \pi_1|_G \subseteq \{id\} \times \text{PGL}_d(\mathbb{C})$$

and

$$H_2 := \ker \pi_2|_G \subseteq \text{PGL}_d(\mathbb{C}) \times \{id\}$$

and write $H_1 = \{id\} \times N_1$ and $H_2 = N_2 \times \{id\}$. Obviously $H_1$ and $H_2$ are normal subgroups of $G$ and are closed in the Zariski topology. Using the surjectivity of the projections $\pi_1$ and $\pi_2$ it is not difficult to deduce that $N_1$ and $N_2$ are also normal subgroups of $\text{PGL}_d(\mathbb{C})$. Consider the map $G \to (\text{PGL}_d(\mathbb{C})/N_1) \times (\text{PGL}_d(\mathbb{C})/N_2)$ defined by $(g, h) \mapsto (gN_1, hN_2)$. By Goursat’s lemma the image of this map is the graph of a linear group isomorphism $\phi : \text{PGL}_d(\mathbb{C})/N_1 \to \text{PGL}_d(\mathbb{C})/N_2$.

Our objective is to show that $N_1 = N_2 = \text{PGL}_d(\mathbb{C})$; once this has been shown it will follow immediately that $G$ contains the groups $\{id\} \times \text{PGL}_d(\mathbb{C})$ and $\text{PGL}_d(\mathbb{C}) \times \{id\}$, and hence must equal $\text{PGL}_d(\mathbb{C}) \times \text{PGL}_d(\mathbb{C})$, proving the lemma. To prove $N_1 = N_2 = \text{PGL}_d(\mathbb{C})$, note that the only normal subgroups of $\text{PGL}_d(\mathbb{C})$ are $\{id\}$ and $\text{PGL}_d(\mathbb{C})$ itself. Together with the existence of the isomorphism $\phi$ this implies that necessarily $N_1 = N_2$, since the two possible quotients of $\text{PGL}_d(\mathbb{C})$ by its normal subgroups are trivially non-isomorphic. We must therefore eliminate the possibility that $N_1 = N_2 = \{id\}$.

Suppose for a contradiction that $N_1 = N_2 = \{id\}$. In this case we have $G = \{(g, \phi(g)) : g \in \text{PGL}_d(\mathbb{C})\}$ where $\phi : \text{PGL}_d(\mathbb{C}) \to \text{PGL}_d(\mathbb{C})$ is an isomorphism of linear algebraic groups, and in particular is a Lie group isomorphism. Denote by $\Gamma_1$ the semigroup in $\text{PGL}_d(\mathbb{R})$ generated by $B_1$’s. Then, recalling the elementary fact that two real matrices that are conjugate over complex matrices are in fact conjugate over real matrices, we deduce by Lemma 4.3 that, either there exists $x \in \text{PGL}_d(\mathbb{R})$ such that $\phi(g) = xgx^{-1}$ for all $g \in \Gamma$, or there exists $x \in \text{PGL}_d(\mathbb{R})$ such that $\phi(g) = x(g^{-1})^{-1}x^{-1}$ for all $g \in \Gamma$; but hypothesis (i) of Theorem 3 excludes the first possibility and hypothesis (ii) excludes the second. The proof is complete. \qed

In the following two expository results, we note two standard facts and provide a brief proof for the convenience of the readers.

**Lemma 4.5.** Let $1 \leq k \leq d$. Then the representation $\pi : \text{GL}_d(\mathbb{R}) \to \text{GL}(\wedge^k \mathbb{R}^d)$ defined by $\pi(g) := g^\wedge k$ is strongly irreducible.
Proof. It suffices to consider the restriction of \( \pi \) to \( \text{SL}_d(\mathbb{R}) \) and by connectedness of \( \text{SL}_d(\mathbb{R}) \), it suffices to show that this restriction of \( \pi \) is irreducible. To see this, note that any irreducible non-trivial \( \text{SL}_d(\mathbb{R}) \)-submodule (i.e. \( \text{SL}_d(\mathbb{R}) \)-invariant non-trivial subspace) \( W \) of \( \wedge^k \mathbb{R}^d \) is a direct sum of irreducible \( A \)-submodules, where \( A \) is the diagonal subgroup of \( \text{SL}_d(\mathbb{R}) \). But any irreducible \( A \)-submodule of \( \wedge^d \mathbb{R}^d \) is given by \( \mathbb{R}(e_i \wedge \cdots \wedge e_k) \) where \( e_i \)’s is the canonical basis of \( \mathbb{R}^d \). Since \( \text{SL}_d(\mathbb{R}) \) acts transitively on these pure wedge vectors, we have \( W = \wedge^k \mathbb{R}^d \) proving the claim.

One similarly deduces the following

Lemma 4.6. Let \( d \geq 1 \). Then the representation \( \pi : \text{GL}_d(\mathbb{R}) \times \text{GL}_d(\mathbb{R}) \to \text{GL}_{d^2}(\mathbb{R}) \) defined by \( \pi(g, h) := g \otimes h \) is strongly irreducible.

5. PROOF OF THEOREM 3: THE ANALYTIC PART

Fix \( N, d, \iota, (B_1, \ldots, B_N) \in \text{GL}_d(\mathbb{R})^N, (A_1, \ldots, A_N) \in \text{GL}_{d^2}(\mathbb{R})^N \) and \( s \in (1, 2] \cup [d^2 - 2, d^2 - 1) \) as in the statement of Theorem 3. We have \( A_i = B_i \otimes B_i^{(i)} \) for every \( i = 1, \ldots, N \) and it is clear that \( \iota(i, j) = \iota'(i, j) \) and \( A_i = B_i \otimes B_i^{(1)} \) for every \( i, j \in \Sigma_N \). We claim that without loss of generality we may make the additional assumption \( 1 < s \leq 2 \). To prove this claim we adapt an argument from [23, §2]. Indeed, if \( s \in [d^2 - 2, d^2 - 1) \) let us define \( (B'_1, \ldots, B'_N) \in \text{GL}_d(\mathbb{R})^N \) by

\[
B'_i := |\det B_i|^{\frac{1}{d^2-2}} (B_i^{-1})^T,
\]

define a tuple \( (A'_1, \ldots, A'_N) \) by

\[
A'_i := B'_i \otimes B'_i^{(i)} = |\det A_i|^{\frac{1}{d^2-2}} (A_i^{-1})^T
\]

and define \( s' := d^2 - s \in (1, 2] \). The assumptions of Theorem 3 are clearly also satisfied by \( (B'_1, \ldots, B'_N), (A'_1, \ldots, A'_N) \) and \( s' \). Furthermore we have

\[
\varphi^{s'}(A'_i) = \sigma_1(A'_i)\sigma_2(A'_i)^{s'-1}
\]

\[
= \sigma_1 \left(|\det A_i|^{\frac{1}{d^2-2}} (A_i^{-1})^T\right) \sigma_2 \left(|\det A_i|^{\frac{1}{d^2-2}} (A_i^{-1})^T\right)^{s'-1}
\]

\[
= |\det A_i|^{\sigma_1} (A_i^{-1}) \sigma_2 (A_i^{-1})^{s'-1}
\]

\[
= |\det A_i|^{\sigma_1} (A_i^{-1})^{s'-1} \sigma_2 (A_i^{-1})^{s'-1} = \sigma_1 (A_i) \cdots \sigma_2 (A_i)^{s'-1} (d^2 - 2) = \varphi^s(A_i)
\]

for all \( i \in \Sigma_N \), which implies that the \( \varphi^s \)-equilibrium states of \( (A_1, \ldots, A_N) \) are precisely the \( \varphi^{s'} \)-equilibrium states of \( (A'_1, \ldots, A'_N) \). Since \( 1 < s' \leq 2 \) we have successfully reduced the general case of Theorem 3 to the special case \( 1 < s \leq 2 \), proving the claim.

Let us now begin the proof proper, making the additional assumption \( 1 < s \leq 2 \). Define potentials \( \Phi, \Phi^{(1)}, \Phi^{(2)} : \Sigma_N^* \to (0, +\infty) \) by

\[
\Phi(\iota) := \varphi^s(A_1) = \sigma_1(A_1)\sigma_2(A_1)^{s'-1} = ||A_1||^{2-s} ||A_1^{2}\|^{s'-1},
\]

\[
\Phi^{(1)}(\iota) := \sigma_1(B_1)\sigma_1(B_1^{(i)})\sigma_2(B_1^{(i)})^{s'-1} = ||B_1||^s ||B_1^{(i)}||^{2-s} ||B_1^{(i)}||^{s'-1},
\]

\[
\Phi^{(2)}(\iota) := \phi^{(1)}(\iota) = \sigma_1(B_1^{(i)}) \sigma_1(B_1^{(i)})\sigma_2(B_1^{(i)})^{s'-1} = ||B_1^{(i)}||^s ||B_1^{(i)}||^{2-s} ||B_1^{(i)}||^{s'-1}.
\]

It is clear that each is a submultiplicative potential. By Proposition 4.1, the tuple \((B_1^{(k)}, \ldots, B_N^{(k)})\) is strongly irreducible for each \( k = 1, \ldots, d-1 \) and obviously so too.
is \((B_{i(1)}^m, \ldots, B_{i(N)}^m)\). Hence the conditions of Theorem 4 are met by \(\Phi^{(1)}\) and by \(\Phi^{(2)}\) and each has a unique equilibrium state. We denote these equilibrium states respectively by \(\mu_1\) and \(\mu_2\).

We observed in §3.1 that for every \(A, B \in \text{GL}_d(\mathbb{R})\) the singular values of \(A \otimes B\) are precisely the numbers \(\sigma_i(A)\sigma_j(B)\) where \(1 \leq i, j \leq d\). In particular the largest singular value is \(\sigma_1(A)\sigma_1(B)\) and the second-largest is necessarily either \(\sigma_1(A)\sigma_2(B)\) or \(\sigma_2(A)\sigma_1(B)\). This simple observation implies the identity

\[
\begin{align*}
\Phi(i) &= \sigma_1(A_i)\sigma_2(A_i)^{s-1} \\
&= \sigma_1(B_{i(1)}) \sigma_2(B_{i(1)})^{s-1} \\
&= \sigma_1(B_{i(1)})\sigma_1(B_{i(1)}) \max\{\sigma_1(B_{i(1)})^{s-1}\sigma_2(B_{i(1)})^{s-1}, \sigma_1(B_{i(1)})^{s-1}\sigma_2(B_{i(1)})^{s-1}\} \\
&= \max\{\Phi^{(1)}(i), \Phi^{(2)}(i)\}
\end{align*}
\]

which is the fundamental observation around which the whole of Theorem 3 is built.

We claim that \(P(\Phi) = P(\Phi^{(1)}) = P(\Phi^{(2)})\). Since for every \(i \in \Sigma_N\) we have

\[
\sum_{|i|=n} \Phi^s(i) = \sum_{|i|=n} \max\{\Phi^{(1)}(i), \Phi^{(2)}(i)\} \leq \left(\sum_{|i|=n} \Phi^{(1)}(i) + \sum_{|i|=n} \Phi^{(2)}(i)\right)
\]

and

\[
\sum_{|i|=n} \Phi^s(i) = \sum_{|i|=n} \max\{\Phi^{(1)}(i), \Phi^{(2)}(i)\} \geq \frac{1}{2} \left(\sum_{|i|=n} \Phi^{(1)}(i) + \sum_{|i|=n} \Phi^{(2)}(i)\right)
\]

it follows by direct consideration of the definition of the pressure that \(P(\Phi^s) = \max\{P(\Phi^{(1)}), P(\Phi^{(2)})\}\). To prove the claim it is therefore sufficient to show that \(P(\Phi^{(1)}) = P(\Phi^{(2)})\). But for every \(n \geq 1\) we have

\[
\sum_{|i|=n} \Phi^{(1)}(i) = \sum_{|i|=n} \Phi^{(2)}(i) = \sum_{|i|=n} \Phi^{(2)}(i)
\]

where the first equation follows from the definition of \(\Phi^{(2)}\) and the second from the fact that \(i: \{1, \ldots, N\}^n \to \{1, \ldots, N\}^n\) is a bijection. The equation \(P(\Phi^{(1)}) = P(\Phi^{(2)})\) follows directly and the claim is proved.

We now claim that the measures \(\mu_1\) and \(\mu_2\) are precisely the ergodic equilibrium states of \(\Phi\), which is to say the ergodic \(\varphi^s\)-equilibrium states of \((A_1, \ldots, A_N)\). To see this suppose that \(\mu \in \mathcal{M}_\sigma\) is an arbitrary ergodic measure on \(\Sigma_N\). By the subadditive ergodic theorem we have

\[
\begin{align*}
\lim_{n \to \infty} \frac{1}{n} \log \Phi^s(x|_n) &= \Lambda(\Phi^s, \mu) \\
\lim_{n \to \infty} \frac{1}{n} \log \Phi^{(1)}(x|_n) &= \Lambda(\Phi^{(1)}, \mu) \\
\lim_{n \to \infty} \frac{1}{n} \log \Phi^{(2)}(x|_n) &= \Lambda(\Phi^{(2)}, \mu)
\end{align*}
\]
for $\mu$-a.e. $x \in \Sigma_N$. In particular for any such $x$ we have

$$
\Lambda(\Phi^s, \mu) = \lim_{n \to \infty} \frac{1}{n} \log \Phi^s(x|_n)
= \lim_{n \to \infty} \frac{1}{n} \log \max \left\{ \Phi^{(1)}(x|_n), \Phi^{(2)}(x|_n) \right\}
= \max \left\{ \lim_{n \to \infty} \frac{1}{n} \log \Phi^{(1)}(x|_n), \lim_{n \to \infty} \frac{1}{n} \log \Phi^{(2)}(x|_n) \right\}
= \max \left\{ \Lambda(\Phi^{(1)}, \mu), \Lambda(\Phi^{(2)}, \mu) \right\}
$$

where we have used (4) in the second equation. We have shown that $\Lambda(\Phi, \mu) = \max\{\Lambda(\Phi^{(1)}, \mu), \Lambda(\Phi^{(2)}, \mu)\}$ for every ergodic measure $\mu$. Hence if $\mu$ is an ergodic equilibrium state of $\Phi^{(1)}$ then

$$
P(\Phi^{(1)}) = P(\Phi^s) \geq h(\mu) + \Lambda(\Phi^s, \mu) \geq h(\mu) + \Lambda(\Phi^{(1)}, \mu) = P(\Phi^{(1)})$$

where the first inequality follows from the subadditive variational principle. It follows that $P(\Phi^s) = h(\mu) + \Lambda(\Phi^s, \mu)$ and therefore $\mu$ is an equilibrium state of $\Phi^s$. Similarly if $\mu$ is an ergodic equilibrium state of $\Phi^{(2)}$ then it is an equilibrium state of $\Phi^s$. On the other hand if $\mu$ is an ergodic equilibrium state of $\Phi^s$ then either $\Lambda(\Phi^s, \mu) = \Lambda(\Phi^{(1)}, \mu)$ so that

$$
P(\Phi^{(1)}) = P(\Phi^s) = h(\mu) + \Lambda(\Phi^s, \mu) = h(\mu) + \Lambda(\Phi^{(1)}, \mu)
$$

and $\mu$ is an equilibrium state of $\Phi^{(1)}$, or $\Lambda(\Phi^s, \mu) = \Lambda(\Phi^{(2)}, \mu)$ so that

$$
P(\Phi^{(2)}) = P(\Phi^s) = h(\mu) + \Lambda(\Phi^s, \mu) = h(\mu) + \Lambda(\Phi^{(2)}, \mu)
$$

and $\mu$ is an equilibrium state of $\Phi^{(2)}$. This proves the claim.

We have shown that the ergodic $\varphi^s$-equilibrium states of $(A_1, \ldots, A_N)$ are precisely $\mu_1$ and $\mu_2$, so to complete the proof of the theorem it remains only to show that these two measures are distinct. By Theorem 4 there exists $C > 0$ such that

$$
C^{-1} \varphi^{(1)}(i) \leq e^{\varphi^{(1)}(i)} \mu_1(i) = e^{\varphi^{(1)}(i)} \mu_1(i) \leq C \varphi^{(1)}(i)
$$

and

$$
C^{-1} \varphi^{(2)}(i) \leq e^{\varphi^{(2)}(i)} \mu_2(i) = e^{\varphi^{(2)}(i)} \mu_2(i) \leq C \varphi^{(2)}(i)
$$

for all $i \in \Sigma_N^\star$. (This shows in particular that both measures are fully supported on $\Sigma_N$, since it implies that every cylinder set has nonzero measure and since cylinder sets form a basis for the topology of $\Sigma_N$.) If it were the case that $\mu_1 = \mu_2$ then these inequalities would imply the relation

$$
C^{-2} \varphi^{(1)}(i) \leq \frac{\varphi^{(1)}(i)}{\varphi^{(2)}(i)} \leq C^2
$$

for all $i \in \Sigma_N^\star$.

By Lemma 4.4 the subsemigroup of $\text{PGL}_d(\mathbb{R}) \times \text{PGL}_d(\mathbb{R})$ generated by the pairs $(B_1, B_{i(1)}), \ldots, (B_N, B_{i(N)})$ is Zariski dense in $\text{PGL}_d(\mathbb{R}) \times \text{PGL}_d(\mathbb{R})$, so by Proposition 3.1 there exists $i_0 \in \Sigma_N$ such that $\lambda_1(B_{i_0})/\lambda_2(B_{i_0}) \neq \lambda_1(B_{i(1)_0})/\lambda_2(B_{i(1)_0})$. If we have $\mu_1 = \mu_2$ then applying (5) to $i := i_0^n$ now yields

$$
C^{-2} \leq \left( \frac{\varphi^{(1)}(i) \varphi^{(2)}(i)}{\varphi^{(1)}(i) \varphi^{(2)}(i)} \right)^{s-1} \leq C^2
$$
for all \( n \geq 1 \). Since \( s - 1 \neq 0 \) it follows that

\[
\lim_{n \to \infty} \left( \frac{\sigma_1(B^n_{i}) \sigma_2(B^n_{i,j})}{\sigma_1(B^n_{i,j}) \sigma_2(B^n_{i})} \right)^{\frac{1}{n}} = 1,
\]

but since clearly

\[
\lim_{n \to \infty} \left( \frac{\sigma_1(B^n_{i}) \sigma_2(B^n_{i,j})}{\sigma_1(B^n_{i,j}) \sigma_2(B^n_{i})} \right)^{\frac{1}{n}} = \lim_{n \to \infty} \left( \frac{\sigma_1(B^n_{i}) / \sigma_2(B^n_{i,j})}{\sigma_1(B^n_{i,j}) / \sigma_2(B^n_{i})} \right)^{\frac{1}{n}} = \frac{\lambda_1(B^n_{2})/\lambda_2(B^n_{2})}{\lambda_1(B^n_{i})/\lambda_2(B^n_{i})} \neq 1
\]

using (3), this is impossible. We conclude that \( \mu_1 \) and \( \mu_2 \) must be distinct, and the theorem is proved.

6. Two Further Perspectives on Theorem 3

Readers of this article may be aware of the following sufficient condition for the uniqueness of equilibrium states of submultiplicative potentials: a submultiplicative potential \( \Phi: \Sigma_N^* \to (0, +\infty) \) is called quasi-multiplicative if there exist \( \delta > 0 \) and \( n_0 \geq 1 \) such that

\[
\max_{|k| \leq n_0} \Phi(|k|) \geq \delta \Phi(i)\Phi(j)
\]

for all \( i, j \in \Sigma_N^* \). Every quasi-multiplicative submultiplicative potential has a unique equilibrium state (see for example [11, 21]). Theorem 3 therefore implies that the potential \( \Phi^s(i) := \varphi^s(A_i) \) fails to be quasi-multiplicative for \( 1 < s < 3 \) where \( A_1, A_2 \) are as defined in the statement of that theorem.

This failure of quasi-multiplicativity can be demonstrated directly in the following manner. For simplicity of exposition we suppose in this section that \( \alpha_1 > \alpha_2 > 0 \). Let us consider the second exterior powers of \( A_1 \) and \( A_2 \). In the basis \( e_1 \wedge e_2, e_3 \wedge e_4, e_1 \wedge e_4 - e_2 \wedge e_3, e_1 \wedge e_3, e_2 \wedge e_4, e_1 \wedge e_4 + e_2 \wedge e_3 \) for \( \wedge^2 \mathbb{R}^4 \) the matrix of \( A_1^2 \) is

\[
\begin{pmatrix}
\alpha_1^2 & 0 & 0 & 0 & 0 & 0 \\
0 & \alpha_2^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha_1 \alpha_2 & 0 & 0 & 0 \\
0 & 0 & \alpha_1 \alpha_2 \cos^2 \theta & \alpha_1 \alpha_2 \sin^2 \theta & -2 \alpha_1 \alpha_2 \cos \theta \sin \theta \\
0 & 0 & \alpha_1 \alpha_2 \sin^2 \theta & \alpha_1 \alpha_2 \cos^2 \theta & 2 \alpha_1 \alpha_2 \cos \theta \sin \theta \\
0 & 0 & \alpha_1 \alpha_2 \cos \theta \sin \theta & -\alpha_1 \alpha_2 \cos \theta \sin \theta & \alpha_1 \lambda_2 (\cos^2 \theta - \sin^2 \theta)
\end{pmatrix}
\]

and that of \( A_2^2 \) is

\[
\begin{pmatrix}
\alpha_1 \alpha_2 \cos^2 \theta & \alpha_1 \alpha_2 \sin^2 \theta & -2 \alpha_1 \alpha_2 \cos \theta \sin \theta & 0 & 0 & 0 \\
\alpha_1 \alpha_2 \sin^2 \theta & \alpha_1 \alpha_2 \cos^2 \theta & 2 \alpha_1 \alpha_2 \cos \theta \sin \theta & 0 & 0 & 0 \\
\alpha_1 \alpha_2 \cos \theta \sin \theta & -\alpha_1 \alpha_2 \cos \theta \sin \theta & \alpha_1 \lambda_2 (\cos^2 \theta - \sin^2 \theta) & 0 & 0 & 0 \\
0 & 0 & 0 & \alpha_1^2 & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha_2^2 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_1 \alpha_2
\end{pmatrix}
\]

In particular if we define
\[ B_1 := \begin{pmatrix} \alpha_1^2 & 0 & 0 \\ 0 & \alpha_2^2 & 0 \\ 0 & 0 & \alpha_1 \alpha_2 \end{pmatrix}, \]
\[ B_2 := \begin{pmatrix} \alpha_1 \alpha_2 \cos^2 \theta & \alpha_1 \alpha_2 \sin^2 \theta & -2 \alpha_1 \alpha_2 \cos \theta \sin \theta \\ \alpha_1 \alpha_2 \sin^2 \theta & \alpha_1 \alpha_2 \cos^2 \theta & 2 \alpha_1 \alpha_2 \cos \theta \sin \theta \\ \alpha_1 \alpha_2 \cos \theta \sin \theta & -\alpha_1 \alpha_2 \cos \theta \sin \theta & \alpha_1 \lambda_2 (\cos^2 \theta - \sin^2 \theta) \end{pmatrix}, \]
then we have
\[ A_1^{\wedge 2} = \begin{pmatrix} B_1 & 0 \\ 0 & B_2 \end{pmatrix}, \quad A_2^{\wedge 2} = \begin{pmatrix} B_2 & 0 \\ 0 & B_1 \end{pmatrix} \]
in the aforementioned basis. The eigenvalues of \( A_1 \) are \( \alpha_1 e^{i\theta} \), \( \alpha_1 e^{-i\theta} \), \( \alpha_2 e^{i\theta} \) and \( \alpha_2 e^{-i\theta} \). The eigenvalues of \( A_1^{\wedge 2} \) are the products of pairs of distinct eigenvalues of \( A_1 \) and hence are \( \alpha_1 \alpha_2 e^{2i\theta} \), \( \alpha_1 \alpha_2 e^{-2i\theta} \), \( \alpha_1 \alpha_2 \) (with multiplicity two), \( \alpha_1^2 \) and \( \alpha_2^2 \).

Since \( B_1 \) obviously has eigenvalues \( \alpha_1^2 \), \( \alpha_1 \alpha_2 \) and \( \alpha_2^2 \) it follows that the remaining eigenvalues of \( A_1^{\wedge 2} \) pertain to \( B_2 \), and in particular every eigenvalue of \( B_2 \) has absolute value \( \alpha_1 \alpha_2 \). Thus \( \lambda_1(B_1) = \alpha_1^2 \) and \( \lambda_1(B_2) = \alpha_1 \alpha_2 \). In particular if \( i \) is the word consisting of \( n \) ones and \( j \) the word consisting of \( n \) twos, the linear map \( A_1^{\wedge 2} A_2^{\wedge 2} A_2^{\wedge 2} \) has the form
\[ \begin{pmatrix} B_1^n & 0 \\ 0 & B_2^n \end{pmatrix} \begin{pmatrix} B_k & 0 \\ 0 & D_k \end{pmatrix} \begin{pmatrix} B_2^n & 0 \\ 0 & B_1^n \end{pmatrix}. \]
Since \( \| B_1^n \| = \alpha_1^{2n} \) and \( \| B_2^n \| \simeq \alpha_1^n \alpha_2^2 \) the norm of this product is necessarily bounded above by approximately \( \alpha_1^{2n} \alpha_2^{2n} \max\{\| B_k \|, \| D_k \| \} \ll \alpha_1^{4n} = \| A_1^{\wedge 2} \| = \| A_1^{\wedge 2} \|. \)

Thus the failure of quasi-multiplicativity of \( \varphi^2 \), and more broadly of \( \varphi^n \) when \( 1 < s < 3 \), can be seen to arise from the splitting of \( \wedge \mathbb{R}^4 \) into two invariant three-dimensional subspaces on which the actions of \( A_1^{\wedge 2} \) and \( A_2^{\wedge 2} \) are substantially different.

However, this description of the mechanism of Theorem 1 in terms of barehands algebraic computation is unsatisfying insofar as it lacks any reference to the \emph{a priori} more geometrically relevant action on \( \mathbb{R}^4 \). We therefore offer the following more geometric explanation of the failure of quasi-multiplicativity for the matrices defined in Theorem 3. Let us define \( A_1 \)-invariant subspaces of \( \mathbb{R}^4 \) by
\[ U_1 := \left\{ \begin{pmatrix} a \\ b \\ 0 \\ 0 \end{pmatrix} : a, b \in \mathbb{R} \right\}, \quad U_2 := \left\{ \begin{pmatrix} 0 \\ 0 \\ a \\ b \end{pmatrix} : a, b \in \mathbb{R} \right\} \]
and \( A_2 \)-invariant subspaces of \( \mathbb{R}^4 \) by
\[ V_1 := \left\{ \begin{pmatrix} a \\ 0 \\ b \\ 0 \end{pmatrix} : a, b \in \mathbb{R} \right\}, \quad V_2 := \left\{ \begin{pmatrix} 0 \\ a \\ 0 \\ b \end{pmatrix} : a, b \in \mathbb{R} \right\}. \]

We observe that the two larger singular values of \( A_1^n \), both being equal to \( \alpha_1^n \), arise from its action on \( U_1 \), whereas the two smaller singular values are both equal to \( \alpha_2^n \) and arise from the invariant subspace \( U_2 \). Similarly the two largest singular values of \( A_2^n \) arise from its action on \( V_1 \) and the two smaller singular values from its action on \( V_2 \). In order to find a word \( k \) such that the first two singular values
of $A_k^n A_k A_k^n$ are both approximately $\alpha_k^{2n}$, therefore, the matrix $A_k$ would have to transpose the subspace $V_1$ into a position where its angle with $U_1$ is bounded away from perpendicularity by an \textit{a priori} amount, and in particular where it does not intersect $U_1^\perp = U_2$. But this is impossible: if $X_1, X_2 \in \text{GL}_2(\mathbb{R})$ are arbitrary matrices then $(X_1 \otimes X_2) V_1$ necessarily intersects $U_2$ nontrivially. To see this let $P$ denote the $2 \times 2$ matrix with upper-left entry equal to 1 and all other entries equal to zero. We have $V_1 = (I \otimes P) \mathbb{R}^2$ and $U_2 = \ker(P \otimes I)$. If $(X_1 \otimes X_2) V_1$ did not intersect $U_2$ then the image of $(X_1 \otimes X_2)(I \otimes P)$ would not intersect the kernel of $P \otimes I$ and the matrices $(P \otimes I)(X_1 \otimes X_2)(I \otimes P) = PX_1 \otimes X_2 P$ and $(X_1 \otimes X_2)(I \otimes P) = X_1 \otimes X_2 P$ would have the same rank; but the first matrix has rank one and the second has rank two, since the rank of the Kronecker product of two matrices is equal to the product of their ranks. This argument moreover shows that $U_2 \cap (X_1 \otimes X_2) V_1$ has dimension precisely 1. Thus no element of $\text{GL}_2(\mathbb{R}) \otimes \text{GL}_2(\mathbb{R})$, and in particular no element of the group generated by $A_1$ and $A_2$, can move $V_1$ into a position where its intersection with $U_2$ is anything other than one-dimensional.

7. Proof of Theorem 2

Suppose that $(A_1, \ldots, A_4) \in \text{GL}_4(\mathbb{R})^4$ satisfies the hypotheses of Theorem 3. Each $A_i$ is the Kronecker product of a matrix with singular values $\alpha_1$ and $\alpha_2$ and a matrix with singular values 1 and 1. Hence each $A_i$ has singular values $\alpha_1$, $\alpha_1$, $\alpha_2$ and $\alpha_2$. Since for every $B \in \text{GL}_4(\mathbb{R})$ we have

$$\sigma_1(B) \geq (\sigma_2(B) \sigma_3(B) \sigma_4(B))^{\frac{1}{4}} = |\det B|^{\frac{1}{4}}$$

it follows that for each $n \geq 1$ we have

$$\sum_{|i|=n} \varphi^1(A_i) \geq \sum_{|i|=n} |\det A_i|^{\frac{1}{4}} = \sum_{|i|=n} (\alpha_1 \alpha_2)^{\frac{1}{2}} = 4^n (\alpha_1 \alpha_2)^{\frac{1}{2}}$$

which implies that

$$P_{\varphi^1}(A_1, \ldots, A_4) \geq \frac{1}{2} \log (16 \alpha_1 \alpha_2) > 0$$

and therefore $\dim_{\text{aff}}(A_1, \ldots, A_4) > 1$. For each $n \geq 1$ we equally have

$$\sum_{|i|=n} \varphi^2(A_i) \leq \left( \sum_{i=1}^4 \varphi^2(A_i) \right)^n = (4\alpha_1^2)^n < \left( \frac{4}{1 + \sqrt{\frac{3}{2}}} \right)^n$$

where we have made use of the submultiplicativity property $\varphi^2(AB) \leq \varphi^2(A) \varphi^2(B)$ in the first inequality. Hence

$$P_{\varphi^2}(A_1, \ldots, A_4) \leq 2 \log(2\alpha_1) < 2 \log \left( \frac{2}{1 + \sqrt{\frac{3}{2}}} \right) < 0$$

so that $\dim_{\text{aff}}(A_1, \ldots, A_4) \in (1, 2)$ as claimed. For the remainder of the proof define $s := \dim_{\text{aff}}(A_1, \ldots, A_4)$. By Theorem 3 there exist precisely two distinct ergodic $\varphi^s$-equilibrium states $\mu_1$, $\mu_2$ for $(A_1, \ldots, A_4)$ and these measures have Lyapunov dimension equal to $\dim_{\text{aff}}(A_1, \ldots, A_4)$ and are fully supported on $\Sigma_4$.

Consider now the iterated function system defined by $T_i x := A_i x + v_i$ for all $x \in \mathbb{R}^4$, where $(v_1, \ldots, v_4) \in (\mathbb{R}^4)^4$ is to be determined. We claim that the set of all $(v_1, \ldots, v_4) \in (\mathbb{R}^4)^4$ such that $(T_1, \ldots, T_4)$ satisfies the strong separation condition
has positive Lebesgue measure. To do this we will show that the set of all such tuples \((v_1, \ldots, v_4)\) contains a nonempty open set. Define

\[
v_1 := \begin{pmatrix} 1 \\ 0 \\ \frac{1}{\sqrt{2}} \\ 0 \end{pmatrix}, \quad v_2 := \begin{pmatrix} -1 \\ 0 \\ \frac{1}{\sqrt{2}} \\ 0 \end{pmatrix}, \quad v_3 := \begin{pmatrix} 0 \\ 1 \\ -\frac{1}{\sqrt{2}} \\ 0 \end{pmatrix}, \quad v_4 := \begin{pmatrix} 0 \\ -1 \\ -\frac{1}{\sqrt{2}} \\ 0 \end{pmatrix}
\]

and observe that every two distinct vectors \(v_i, v_j\) are separated by a Euclidean distance of 2. Define \(X \subset \mathbb{R}^4\) to be the closed origin-centred Euclidean ball of radius \(1 + \sqrt{\frac{3}{2}}\). For each \(i = 1, \ldots, 4\) the open Euclidean ball of radius 1 centred on \(v_i\) is a subset of \(X\), and these subsets do not intersect one another. If we define \(T_i x := A_i x + v_i\) for all \(x \in \mathbb{R}^4\) and \(i = 1, \ldots, 4\) then since \(\max_{1 \leq i \leq 4} ||A_i|| = \alpha_1 < 1/(1 + \sqrt{\frac{3}{2}})\), each of the sets \(T_i X\) is contained in the open Euclidean ball of radius 1 and centre \(v_i\). Since these balls are pairwise disjoint, the sets \(T_i X\) are pairwise disjoint subsets of \(X\) and therefore \((T_1, \ldots, T_4)\) satisfies the strong separation condition. It is clear that for every \((v_1', \ldots, v_4')\) sufficiently close to \((v_1, \ldots, v_4)\) the four images of \(X\) are again contained in the open Euclidean balls of radius 1 and centre \(v_i\), so the strong separation condition remains satisfied for any \((v_1', \ldots, v_4')\) sufficiently close to \((v_1, \ldots, v_4)\). The claim is proved.

We may now prove the theorem. Since

\[
\max_{1 \leq i \leq 4} ||A_i|| = \alpha_1 < \frac{1}{1 + \sqrt{\frac{3}{2}}} < \frac{1}{2},
\]

by [18, Theorem 1.9] for Lebesgue a.e. \((v_1, \ldots, v_4) \in (\mathbb{R}^4)^4\) the measures \(m_1 := \Pi_* \mu_1\) and \(m_2 := \Pi_* \mu_2\) both have dimension equal to their Lyapunov dimension, which is \(\dim_{\text{eff}}(A_1, \ldots, A_4)\). It follows in particular that there is a positive-measure set of tuples \((v_1, \ldots, v_4)\) such that the strong separation condition is satisfied and additionally \(m_1 := \Pi_* \mu_1\) and \(m_2 := \Pi_* \mu_2\) both have dimension equal to \(\dim_{\text{eff}}(A_1, \ldots, A_4)\). When \((T_1, \ldots, T_4)\) satisfies the strong separation condition we note that \(\Pi\) defines a homeomorphism from \(\Sigma_4\) to the attractor and therefore \(\Pi_* \mu_1\) and \(\Pi_* \mu_2\) are mutually singular if and only if \(\mu_1\) and \(\mu_2\) are; but these two measures are distinct ergodic shift-invariant measures on \(\Sigma_4\), and such measures are automatically mutually singular. Since \(\mu_1\) and \(\mu_2\) are fully supported on \(\Sigma_4\), \(\Pi_* \mu_1\) and \(\Pi_* \mu_2\) are fully supported on the attractor \(\Pi(\Sigma_4)\). The proof is complete.
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