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Abstract. In this paper we introduce a novel relevance feedback method
for content-based image retrieval and demonstrate its effectiveness using
a subset of the Corel Gallery photograph collection and five low-level
colour descriptors. Relevance information is translated into updated,
analytically computed descriptor weights and a new query representa-
tion, and thus the system combines movement in both query and weight
space. To assess the effectiveness of relevance feedback, we first deter-
mine the weight set that is optimal on average for a range of possible
queries. The resulting multiple-descriptor retrieval model yields signifi-
cant performance gains over all the single-descriptor models and provides
the benchmark against which we measure the additional improvement
through relevance feedback. We model a number of scenarios of user-
system interaction that differ with respect to the precise type and the
extent of relevance feedback. In all scenarios, relevance feedback leads
to a significant improvement of retrieval performance suggesting that
feedback-induced performance gain is a robust phenomenon. Based on
a comparison of the different scenarios, we identify optimal interaction
models that yield high performance gains at a low operational cost for
the user. To support the proposed relevant feedback technique we devel-
oped a novel presentation paradigm that allows relevance to be treated
as a continuous variable.

1 Introduction

The efficient retrieval of images based on automatically extracted image data
has become of great interest with a number of application areas ranging from
medical imaging to remote sensing. Although the number of commercial and
research systems addressing content-based image retrieval (CBIR) is growing
rapidly, the area is far from reaching maturity. Further progress is currently
impeded by two fundamental problems. The first arises from the difficulty of
inferring image meaning from primitive image features such as texture, colour
and shape. It seems that a high-level representation of the image that speaks the
same language as the user cannot be build from intrinsic image data alone but
that a significant amount of world knowledge is essential. This problem which
is commonly referred to as the semantic gap is quite distinct from, although



sometimes confused with, the second problem which results from the semantic
ambiguity inherent in images. Even if it were possible to derive image meaning
from primitive features, and thus to bridge the semantic gap, the problem of
polysemy would persist for it would still not be clear a priori which of the many
high-level representations a user has in mind when querying a database with an
example image.

User-system interaction is a promising step towards tackling the above chal-
lenges for it can furnish the system with more information than is contained in
the image itself. In the earlier days of CBIR, interaction was limited to the user
specifying various system settings such as the particular features to be employed
for retrieval. This type of interaction binds the user to a primitive level that be-
comes very obscure once more sophisticated image descriptors are used. While
most of the commercial systems are still limited to this type of interaction, a
number of ideas have been developed with the aim of more efficiently eliciting ad-
ditional information from the user. The mechanisms that have emerged include
inter alia supervised learning prior to retrieval [9], interactive region segmenta-
tion [4], and interactive image database annotation [12]. The mechanism which
holds most promise of improving the efficiency of retrieval systems is relevance
feedback [19], i.e. the labelling of retrieved images according to their perceived
relevance. Unlike with text documents, looking at images and deciding whether
they are relevant to a query constitute a relatively small mental load. A number
of different techniques have been used for relevance feedback. They broadly fall
into one of two categories, namely (i) query point moving and (ii) weight update
[1]. The first comprises all those methods that alter the query representation [11].
The idea is to find not the best aggregation of image features but a representa-
tion of the query that renders it more similar to objects the user has marked out
as relevant or, likewise, more dissimilar to non-relevant objects (e.g. 7,14, 8]).
Given a set of features, the similarity values derived for individual features are
aggregated to yield an overall measure of similarity. Aggregation is often done
by computing a weighted average of individual similarity values. Weight update
techniques exploit relevance feedback to infer which features (and which rep-
resentations thereof) best capture the user’s perception of similarity. Examples
include cluster analysis of the images using Kohonen’s Learning Vector Quan-
tization [22], non-parametric density estimation [11], the use of inverted files
for feature selection [20], Bayesian Networks [3,11], a statistical analysis of the
feature distributions of relevant images [2], variance analysis [17] and analytic
global optimisation [16].

In our system, we combine the idea of query point moving with weight update.
Retrieved images are placed on the screen such that their distances to the centre
represent their dissimilarities to the query image (see Figure 1). By moving an
image closer to the centre or further away, the user indicates to what extent the
image matches his information need. Because this match is given in terms of the
chosen distance from the center and thus effectively continuous, this method of
relevance feedback is likely to provide a more accurate representation of the user’s
idea of similarity. With the similarity function being a simple convex weight



combination of basic feature similarity functions, new weight coefficients can be
computed in such a way that the user’s perception of similarity with respect to
the query is as close as possible to the similarities computed by the system. The
similarity model chosen allows us to compute the new weights analytically using
a least squared error approach.
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Fig. 1. Screen shot of the user interface. The query consists of two images of snow-
peaked mountains, depicted at the top of the leftmost canvas. The display shows the 30
top-ranked images. The distance of a retrieved image from the centre is proportional
to its dissimilarity to the query as computed by the system. Subject to this distance
constraint, images are arranged such that overlap is minimized.

Operationally, the relevance feedback approach of the present study is similar
to [18], where the interface consists in a projection of the image objects in fea-
ture space onto the two dimensional plane using a distance metric derived from
the user’s interaction with the display. Instead of querying a database with an
example, the user is invited to explore the database by changing the projection
operator. This is done by marking out relevant and non-relevant images as well
as by moving images closer to or further away from other images. In our system,
rather than exploring the database, the user queries the database with an exam-
ple image with the semantics of the interaction being kept deliberately simple.
While in [18] the arrangement of images on the screen is such that distances



inform about respective dissimilarities, we consider and display dissimilarity of
an image with respect to a query.

A challenge pertaining to relevance feedback techniques lies in striking a
balance between simplicity and efficiency. Ideally, feedback results in a significant
gain in retrieval performance after a few iterations with a minimum of user
operations. With this in mind, we have modelled different scenarios of relevance
feedback that vary in the quantity and quality of the interaction. It turns out
that the efficiency of relevance feedback is a general outcome across a broad
range of interaction scenarios and, more importantly, that it is possible to define
conditions under which the system rewards even the most partial feedback.

In summary, the contributions of this papers to CBIR are essentially three-
fold. Firstly, we describe a relevance feedback technique that is based on merg-
ing techniques of query point moving with those of weight update. Secondly, to
support relevance feedback, we develop a simple yet highly expressive way of
presenting the user with the retrieved images. Lastly, we model different scenar-
ios of user-system interaction in order to formally quantify the improvement in
retrieval performance that can be achieved through relevance feedback and to
identify interaction models that are both user-friendly and efficient.

The paper is divided into four sections. Section 2 describes the five colour
descriptors and introduces the relevance feedback technique along with the differ-
ent interaction models used for evaluation. The results are presented in Section
3 and discussed in Section 4.

2 Methods

2.1 Colour descriptors

Descriptors for colour representation were chosen with the new MPEG-7 stan-
dard in mind. Both the colour structure descriptor (defined in the HMMD colour
space) and the colour cluster descriptor (defined in the YCbCr colour space) are
part of the MPEG-7 specification. It was also desirable to keep the set of descrip-
tors sufficiently distinct from one another with the aim of representing different
aspects of the image colour. Choosing descriptors from different colour spaces
and allowing for different spatial emphasis appeared to be sensible ways to de-
crese representational overlap and motivated the addition of the standard HSV
colour histogram and a local variant thereof.

HSV colour histogram We use a uniform quantization of the HSV colour
space using 8 bins for each dimension. Two different descriptors are defined.
One is a global histogram consisting of 8 x 8 x 8 colour bins with loss of spatial
information, while the other consists of an array of five local histograms each of
size 8 x 8 x 8, with the first four covering non-overlapping quarters of the image
and the fifth covering the central 25% of the image. This second descriptor allows
central emphasis and partial preservation of local colour information.



HMMD colour histogram The new HMMD (Hue, Min, Max, Diff) colour
space, which is supported by MPEG-7, derives from the HSV and RGB spaces.
The hue component is as in the HSV space, and max and min denote the maxi-
mum and minimum among the R, G, and B values, respectively. The Diff com-
ponent is defined as the difference between Max and Min. Three components
suffice to uniquely locate a point in the colour space and thus the space is ef-
fectively three-dimensional. Following the MPEG-7 standard, we quantize the
HMMD non-uniformly into 184 bins with the three dimensions being Hue, Sum
and Diff (Sum being defined as (Max+Min)/2). For details about quantization
see [10]. Two descriptors are defined with respect to the HMMD colour space.
The first is a standard global histogram, the second, CSD or colour structure
descriptor, is described in more detail below.

Colour Structure Descriptor This descriptor lends itself well for capturing
local colour structure in an image. A 8 x 8 structuring window is used to slide
over the image. Each of the 184 bins of the HMMD histogram contains the
number of window positions for which there is at least one pixel falling into the
bin under consideration. This descriptor is capable of discriminating between
images that have the same global colour distribution but different local colour
structures. Although the number of samples in the 8 x 8 structuring window is
kept constant (64), the spatial extent of the window differs depending on the
size of the image. Thus, for larger images appropriate sub-sampling is employed
to keep the total number of samples per image roughly constant. The bin values
are normalized by dividing by the number of locations of the structuring window
and fall in the range [0.0, 1.0]. (see [10] for details)

Colour Cluster Descriptor The colour cluster descriptor is similar to the
dominant colour descriptor defined as part of the MPEG-7 standard [10]. It
exploits the fact that for most images across a wide range of applications, a
small set of colours are sufficient to represent the global colour content. The
colour space chosen is the perceptually uniform YCbCr colour space where

Y = 0299 R+0.587G +0.114 B
Cb=-0.169 R — 0.331 G + 0.500 B
Cr= 0500 R—0.419G - 0.081 B

With the issue of extraction efficiency in mind, the representative colours are
determined by first computing a traditional colour histogram and then succes-
sively merging those non-empty bins which are closest in the colour space. An
alternative with greater complexity consists in performing agglomerative clus-
tering starting at the level of individual pixels [5].



2.2 Combination of image descriptors

Descriptors are integrated such that the overall similarity between two images
@ and T is given by a convex combination

S(Q,T) =) waoa(Q,T) 1)
d

of the similarity values calculated for each descriptor. Here ¢4(Q,T) denotes
the similarity for feature d of images () and T using a possibly feature-specific
similarity function and weighted by a factor wg € [0,1] with 0 < wg < 1 and
> qwaq = 1. For all but the colour cluster descriptor we use as a similarity metric
the Iy norm which has successfully been employed in the past for histogram
comparisons.

N-1

k1 = holls = ) [ha (i) — ha(3)]

=0

where h; and hs are the two histograms being compared. For comparing two
sets of colour clusters we compute the earth mover’s distance as used in [15].

We allow the user to add more objects to the original query. With @ =
{Q1,Q2,...Q,} defining the set of images in a query, we define the similarity
between a query and a database object as

S@.T) = Y war 3 0u(Q0T) @
d i

2.3 Evaluation

It needs little emphasis that claims regarding improved retrieval performance
can only be validated using formal evaluation methods. Although evaluation is
arguably more problematic in image retrieval as a result of semantic ambiguity,
evaluation techniques from information retrieval may still be used profitably
when applied with care. For the present study we deploy the two measures
recall and precision to measure retrieval performance for category searches [11,
3]. The image collection used for testing and training is derived from the Corel
Gallery 380,000 package, which contains some 30,000 photographs, sorted into
450 categories. From the set of categories containing more than 40 images, we
randomly selected 47 categories and for each category 40 images leaving us with
a total of 1880 images. This image corpus is then split into two non-overlapping
training and test sets. Each of these sets contains 20 images of each of the 47
categories'. To find an initial weight set for the relevance feedback runs, we use
each object in the training set as a query and measure retrieval performance
when retrieving from the remaining set of training images. We then average

1 A list of these categories and associated images for both the testing and training set
can be found at http://rowan.doc.ic.ac.uk/corel.



performance over all queries and repeat the procedure for different weight sets.
The weight set for which the average performance is maximal is then chosen
as the initial weight set. The relevance feedback runs are carried out with all
objects of the test set used as a query. Retrieval is from the remaining set of
test images. For each query, we determine the baseline performance using the
initial weight set determined on the training set and then measure the gain (or
loss) in retrieval performance after repeatedly providing relevance feedback and
thereby altering the weights. Performance is measured by first determining the
precision-against-recall values as described in [21] and then deriving from these
the mean average precision as a more concise measure.

2.4 Relevance feedback

The mean average precision value for the multi-descriptor model is derived by
averaging over all queries of the training set and it is very likely that the optimum
weight set for any particular query is different from the weight set derived in 3.1.
Furthermore, the discrepancy between query optimum and query set optimum
is likely to be greater for heterogenous image collections (e.g. Corel Gallery).
In the context of sketch retrieval, previous experiments in which we established
the optimum weight sets for a number of smaller subsets of a sketch database
confirm that the optimum does vary substantially between queries [6]. It is hoped
that relevance feedback allows us to move from the query set optimum to each
individual query optimum within a few iterations.

With five descriptor weights and the convexity assumption, our system has
effectively four degrees of freedom which can be exploited through relevance
feedback. Our retrieval system plots thumbnails of retrieved images 17,75, ...
such that their respective distance from the centre of the screen is proportional
to the dissimilarity 1 — S(Q,T;) of thumbnail T; to the query Q. Using this
semantics of thumbnail location, the user can provide relevance feedback by
moving thumbnails closer to the centre (indicating greater relevance than the
system predicted) or further away (indicating less relevance). As a shortcut,
clicking once on a thumbnail marks the image as highly relevant and places it
in the centre, while double-clicking marks it as highly non-relevant and places it
in the periphery. Effectively, the user provides a real-valued vector of distances
D, (Q,T;) which, in general, differ from the distances

Dy(Q,T) =1- > wao4(Q,T;) (3)

which the system computes using the set of weights wg. The sum of squared
errors

N
SSE(w) = Z [Ds(Q,T;) — Du(Q, T))

= Z [1 - dead(QaTi) - Du(Q;Ti)]2 (4)

i=1



gives rise to an optimisation problem for the weights wq such that (4) is min-
imized under the constraint of convexity. Using one Lagrangian multiplier we
arrive at an analytical solution w' for the weight set which changes the similar-
ity function. We get a different ranking of images in the database and, with (3),
a new layout for the new set of top-retrieved images on the screen.

2.5 Modelling user-system interaction

We can envisage an “ideal” user who provides maximum feedback by interacting
with each of the displayed images. This is a plausible scenario when the number
of displayed images is small but is of little practical interest once the number of
images increase, in which case we may assume that the user will want to limit
her or his feedback to a subset of images. To evaluate the effect of relevance
feedback on retrieval performance and, more specifically, to identify efficient
ways of providing feedback, we model four different interaction scenarios. All
four scenarios are based on the assumption that the similarity judgment of the
user is fixed. In particular, an image is relevant if it is in the same category as
the query and it is not relevant otherwise. Each scenario now defines a different
set S of images with which the user interacts as follows:

W= : Indifferent selection, the user interacts with a random sub-
set of displayed images

W— : Negative selection, the user only interacts with a random
subset of irrelevant displayed images

W+ : Positive selection, the user only interacts with a random
subset of relevant displayed images

QW+ : Same as Scenario W+, except that in addition to changing
the distances between relevant objects and the query, the
relevant objects are included in the query

For all scenarios we display the top 30 images as seen in Figure 1. The four models
differ in the quality of user feedback. To model the extent to which feedback is
given, we vary the maximum number (s) of images the user may interact with.
Note that in Scenarios W—, W+ and QW+, it is |S| < s since there might not
be enough relevant or irrelevant images on display, while in Scenario W+ it is
|S] = s.

3 Results

3.1 Tuning the system for optimal on average performance

We evaluated retrieval performance for each of the five descriptors individually
and used a genetic algorithm to find the best combination of descriptors (i.e.
the weights set that maximizes on average performance on the training set as
detailed in the section 2.3. The precision-against-recall graphs for all five single-
descriptor models and the best multi-descriptor model are depicted in Figure



2. For subsequent relevance feedback experiments, we therefore chose the initial
weights as follows: HSVN (0.526), HSVF (0.364), CSD (0.032), HMMD (0.076),
Cluster (0.002).

100
0y —— Optimal: 0.1596 +£0.16
ol | HSVN: 0.1472 +£0.13

——- HSVF: 0.122 +0.14
ol --- HMMD: 0.11 £0.13
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Fig. 2. Precision-against-recall graphs for the five single descriptor models and the
multi-descriptor model using the optimum combination of weights: 0.526 (HSVN =
global HSV histogram), 0.364 (HSVF = local HSV histogram), 0.032 (CSD = Colour
Structure Descriptor), 0.076 (HMMD Descriptor) and 0.002 (Colour Cluster Descrip-
tor)). Performance of the best multi-descriptor model improved significantly over that
of the best single-descriptor model (paired t-test, p < 0.05) and is used as the baseline
for relevance feedback evaluation.

3.2 Evaluation of relevance feedback

Our principal interest lies in investigating the possibility of using relevance feed-
back to increase retrieval performance beyond the level of the multiple-descriptor
model. We here show the results for the four scenarios introduced in 2.5. The
results are given in terms of absolute percentage differences: an increase of, say,
10% of the mean average precision through relevance feedback refers to a boost
from 0.16 (baseline model with best constant weight setting) to 0.26.

Figure 3 summarizes the results for scenario W+, in which relevance feedback
is given on both relevant and non-relevant images with the maximum number
of images on which relevance feedback is given varying between 3 and 10. As is
immediately evident from the graphs, gains are higher when relevance feedback
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is more complete. The difference becomes less marked, however, after a few
iterations with all gain curves levelling off after around four iterations.

A% mean average precision

number of iterations

Fig. 3. Efficiency of relevance feedback under Scenario W=+ with varying s

Scenarios W— and W+ are designed to investigate the impact of negative
and positive feedback, respectively, on retrieval performance. Intuitively, the
gain should be considerably lower under Scenario W— than either scenario Sce-
nario W= or Scenario W+ for it appears very difficult to infer what an object is
from information about what it is not. This is precisely what Figure 4 tells us.
Relevance feedback does improve performance but this improvement, at least
over the first few iterations, is marginal. As before, the efficiency of relevance
feedback increases with the extent of the interaction (s) and at least for the
first iteration this relationship is nearly linear. Note that Scenario W= only dif-
fers from Scenario W— by allowing positive feedback and, thus, the difference
between the results from Scenario W+ and Scenario W— may in some sense
be attributed to the additional effect of positive feedback. Comparison of the
two scenarios already suggests, therefore, that positive feedback alone may be
superior to either alternatives.

Figure 5 now shows the result for positive feedback. Already after one itera-
tion, gains lie as high as 3% to 4% depending on the extent of the interaction.
Unlike in the previous two scenarios, continued feedback does not provide fur-
ther improvements which, lacking additional data, may at least suggest that the
system has found the optimal weight set after one or two iteration. Note also
that the results do not vary greatly with s. This is likely to result from the fact
that quite often the number of relevant images displayed is low (typically below
10) and thus the effective extent of the interaction may often be the same no
matter whether s is 5 or 10.
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Fig. 4. Efficiency of relevance feedback under Scenario W— with varying s

One needs to keep in mind that our models assume a starting weight set
which is already optimized. If a random initial weight set is chosen, feedback-
induced performance gains are higher (results not shown). Given our shortcut
for positive feedback (one mouseclick per image), three mouseclicks under Sce-
nario W+ achieve a considerable performance boost beyond the level of the
globally optimized multiple-descriptor model.

Let us finally turn to Scenario QW+ in which the original query is expanded
by those images marked as relevant (Figure 6). After only one iteration, perfor-
mance has risen by 10.5-11%. As has already been observed for Scenario W+
and for the same reason, the performance gain does not greatly depend on s.
Unlike in Scenario W+ however, continuous feedback results in additional im-
provement which may suggest that the addition of new images to the query
allows the system to widen its ”catchment area”. Scenario QW+ thus achieves
a substantial and instantaneous performance boost which is unmatched by any
other scenario considered.

The results after one iteration of relevance feedback are summarized in Ta-
ble 1.

4 Discussion

We have described and evaluated a novel relevance feedback method for CBIR
that combines analytical weight update with query expansion. Evaluation was
done automatically by modelling a number of user-system interaction scenar-
ios. Our results show that feedback-induced performance gains over an already
optimized multiple-descriptor model occur under a wide range of interaction sce-
narios. They also make very clear that some scenarios are decidedly better than
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Fig. 5. Efficiency of relevance feedback under Scenario W+ with varying s

Scenario \ clicks | 10 5 3

W-— 09 05 03
W=+ 25 1.8 1.0
W+ 40 36 29
QW+ 12.8 12.0 10.5

Table 1. The gain (in A%) in mean average precision for the four different scenarios,
a constant display size of 30 and varying s (= number of mouse clicks). By far the
highest values are achieved under Scenario QW+.

others. Specifically, the data support the view that, for any level of interaction
(i-e. the number of images on which feedback is given), positive feedback results
in greater and more immediate improvement than either negative or mixed feed-
back. We show that through query expansion, the effect of positive feedback gets
multiplied considerably and that this combination allows substantial gains in re-
trieval performance after only one iteration with a minimum of user-interaction
(three mouse clicks).

As argued in the introduction, semantic ambiguity constitutes a challenge
for CBIR which may be overcome through techniques such as relevance feed-
back. In this paper, by deciding a priori whether or not an image is relevant to
a given query, it appears, however,as if we effectively ignore the issue of image
polysemy. It is certainly true that we do enforce a particular "reading” of an
image by assigning it to one particular category. So the image of a yellow flower
may happen to be in the category ” Yellow” but not in the category ”Flower”
and would therefore be considered irrelevant with respect to any query image
from the latter category. We can conceive a user who would deem it relevant,
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Fig. 6. Efficiency of relevance feedback under Scenario QW+ with varying s

however, and this user would effectively not be modelled by our system. The
important point is that the user we do model is essentially arbitrary. The cate-
gorization of images (and thus the fixation of image meaning) has not been done
such that certain strengths of the system get emphasized (as is sometimes done,
whether deliberately or not [13]). Our categories are chosen at random from
the total number of categories and comprise highly abstract categories which
one may not expect a system operating on low-level features to retrieve suc-
cessfully. This suggests that the efficiency of relevance feedback demonstrated in
this paper is relatively independent of the user. Meta-experiments with different
categorizations would provide a way of assessing more precisely the degree of
user-independence. Additional evidence that the results presented here are of a
generic nature comes from retrieval experiments (results unpublished) we per-
formed on a sketch collection of similar size as the one used for this paper using
a small set of low-level shape descriptors.

In its early years CBIR has been largely concerned with finding better ways
to represent particular image features. Our results strongly support the view that
further progress can be made by addressing the questions of how to integrate
evidence from multiple of these generally low-level feature representations, and
more importantly, how to elicit and utilize user-specific relevance information.
Our results are all the more encouraging as we have thus far considered only
one image feature, namely colour. We may reasonably expect that with texture
and shape representations being added to the same retrieval model, the positive
effects of relevance feedback will be even greater.
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